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Message from the Program and Conference Chairs

Dear ISCRAM2017 Participant,

We are very pleased to present you this book of papers covering a wide range of topics across
the different phases of the crisis management cycle.

Conference Theme & Structure: Agility is coming!

This year’s conference theme is “Agility is coming”. Through information systems, we have
access to data in real-time. Agility enables responders and communities to react quickly to such
information, set up collaboration mechanisms as needed, and jointly improve response and
recovery processes and strategies. As such, agility is one of the keys for building more resilient
societies.

: § 3 % Behavior,
Scientific o Competencies,  pyocesses Information
Domains Knowledge,  Capabilities g v ows —
t Information & Applications > System
& Data

===

Computer Sciences

Engineering Sciences

Management Sciences

Social Sciences

Prevention
Preparation

Response

Recovery

Crisis Management Life-cycle

In ISCRAM conferences, we have always been proud to facilitate knowledge exchange, foster
discussions between researchers, practitioners and policy-makers. This year, to support this
process, we have structured papers submission and reviewing along three dimensions:
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Information Systems covering knowledge, information and data; competences with
associated capabilities and applications; and behaviour with associated processes and
workflows.

Crisis Response and Management: describing the well-known Life Cycle of crisis
management, based on the four phases of prevention, preparation, response and
recovery. This dimension is dedicated to help users and stakeholders to identify the
results they could be interested in.

Scientific Domains of ISCRAM: representing the range of scientific domains used to
address the problems raised by the conference. This dimension shows the
interdisciplinary and multidisciplinary characteristics of ISCRAM.

In the conference program, you will see that each day is dedicated to a theme: from prevention
& preparedness on Monday, Response & Recovery on Tuesday, to Future Trends on
Wednesday.

Reviewing Process

We would especially like to thank the track chairs, who oversaw and facilitated the reviewing
process and recommended a decision for each paper to the Program Committee. As in the past
years, we have received two types of papers (Research and Insight) that could be submitted as
completed research (CoRe) or work in progress (WiPe). This is to cater for the needs of
academics in different disciplines and practitioners in our community.

Research (theoretical) papers were peer reviewed to the highest academic standards.
The primary aim of an academic paper is to contribute to the scientific body of
knowledge. Acceptance rates are competitive.

Insight (practical) papers are intended to meet the needs of practitioners,
professionals, experts, and policy makers by being peer reviewed to relevance in terms
of practical standards. The primary aim is to give an insight into what problems arise
during crises and how such problems can be solved in practice with the help of
information systems.

A CoRe paper reports a completed piece of work, including validation of the results. Only
CoRe papers may apply for Best Paper, Best Student Paper, and Best Insight Paper
awards.

A WiPe paper aims at reporting part of a complete project. For example, it may describe
a research plan, a literature survey, the design of an information system, the
development and testing of software, user evaluation of developed software, a proposed
new policy, and the like.

The acceptance rates are summarized in the Table below.

Submitted Acceptance Rate
CoRe WiPe CoRe WiPe
52 125 35 % 60 %

vi
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ISCRAM2017 Events

Besides the paper submissions and presentations, we are proud to offer a series of workshops
and tutorials. The pre-conference workshops on Sunday offer a venue to discuss emergent
topics that do not fit a full ISCRAM track (yet). Tutorials are a venue to hands-on trial
technology, methods and approaches. The doctoral colloquium is a place for PhD students to
get feedback on their work and network with their peers.

Wednesday is dedicated to future trends and technology. We have the ISCRAM EU Symposium
that brings together research projects on crisis response and management. With the
demonstration and poster session, this will be an inspiring venue to discuss new trends and
technologies in our domain.

Through these side events, we aim at fostering the ISCRAM community further, providing space
for discussions and knowledge exchange.

ISCRAM2017 Conference - #AlbiThere4U

Organized in the world heritage city of Albi, the ISCRAM2017 conference intends to be an
unforgettable event for three main reasons:

¢ Social events: Every day, from Sunday to Wednesday, includes a social event to make
the most of the wonders of Albi and South-West of France.

¢ Content: The scientific program of the conference (workshops and tutorials on Sunday,
three thematic days) aims to make the conference easy to follow and with great added
value for academics, practitioners, and policy-makers.

e People: The organizing team is strongly committed to make this event great and
enjoyable. We are expecting attendees from all around the world, representing a wide
range of positions and competencies. This eventually makes the ISCRAM conference one
of a kind.

Let us warmly welcome all of you on behalf of Ecole des Mines d’Albi-Carmaux, a school of IMT
(Mines Telecom Institutes).

Thanks!

This conference is the effort of the ISCRAM community, and we would like to thank the track
chairs and reviewers, the chairs of the side events, the conference organizers at the Ecole des
Mines d’Albi for their dedication and effort. Now, we look forward to an exciting ISCRAM2017
Conference - Agility is coming!

Tina Comes, Matthieu Lauras, Aurélie Montarnal, Chihab Hanachi and Frédérick Bénaben
Program Chair & Co-Chairs
vii
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ISCRAM 2017 Keynotes

Humanitarian Operations: Past Achievements, Future Challenges and Research
Opportunities

By Luk N. Van Wassenhove.
Professor — INSEAD Humanitarian Research Group

The Humanitarian caseload is increasing while funding is substantially decreasing. The nature
and impact of crises is also changing. This creates serious tensions and a need to reflect on
recent advances in research. What has been relevant and impactful? Are we dealing with the
major issues and providing answers to practitioners? At the same time, technology now allows
us to analyse situations and do things that were impossible only half a dozen years ago. How
can these new technologies be better integrated and used? How can developments from other
disciplines allow humanitarian practitioners to do more with less in these resource-scarce
times? The field of humanitarian operations is in great flux and organizations need help in
facing the rapidly changing world of providing aid to the ones in need.

The presentation will not attempt to cover all developments for the simple reason that I am not
competent for that. However, I can share with you my own research work and experience in
collaborating with a set of humanitarian organizations. I hope to convince you that this is an
exciting field of research with lots of relevant multi-disciplinary problems where we can make
a substantial impact.

Professor Van Wassenhove's research focus is on closed-loop supply chains (product take-back
and end-of-life issues) and on disaster management (humanitarian logistics). He is the author
of many award-winning teaching cases and regularly consults for major international
corporations. He recently co-edited special issues on humanitarian operations for the Journal
of Operations Management, the Production and Operations Management Journal and the
European Journal of Operational Research.

In 2005, Professor Van Wassenhove was elected Fellow of the Production and Operations
Management Society (POMS). In 2006, he was the recipient of the EURO Gold Medal for
outstanding academic achievement. In 2009 he was elected Distinguished Fellow of the
Manufacturing and Services Operations Management Society (MSOM), and received the
Lifetime Achievement Faculty Pioneer Award from the European Academy of Business in
Society (EABIS) and the Aspen Institute. In 2013 he has been recognized as an Honorary Fellow
of the European Operations Management Association (EUROMA).

Professor Van Wassenhove is a past-president of the Production and Operations Management
Society. In 2011 he was elected member of the Royal Flemish Academy of Sciences. At INSEAD
he holds the Henry Ford Chair of Manufacturing. He also created the INSEAD Social Innovation
Centre and acted as academic director until September 2010. He currently leads the INSEAD
Humanitarian Research Group.
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Does “fake news” change the social media equation? Online rumors, conspiracy theories
and disinformation in the context of crisis response.

By Kate Starbird
Assistant Professor - Human Centered Design & Engineering (HCDE), University of Washington

Social media are now an established feature of crisis response. People—including emergency
responders, members of the affected community, and remote onlookers—are repeatedly
turning to platforms such as Facebook, Twitter and Snapchat to seek and share information
about crisis events. However, there remain significant challenges to the utility of social media
in this context—including rumors and misinformation. Crisis responders repeatedly cite a fear
of misinformation as a reason to be wary of utilizing social media in their work. On the other
side of the spectrum, social media evangelists have argued that the “self-correcting crowd” will
consistently identify, attack, and neutralize misinformation. Over the last few years, my
collaborators and [ have conducted extensive research on online rumoring during crisis events,
in part focused on how rumors are corrected (or not). Recently, our work has revealed how a
specific subsection of the alternative media ecosystem facilitates the spread of
disinformation—in the form of conspiracy theories or “alternative narratives” about crisis
events—via social media. This disinformation is often employed as part of a political agenda
and poses new information security risks. In this talk, I'll present some of the most significant
findings of our research on rumoring, rumor correcting, and the intentional spread of
disinformation online during crisis events and discuss some of the implications for emergency
and humanitarian responders.

Kate Starbird is an Assistant Professor at the Department of Human Centered Design &
Engineering (HCDE) at the University of Washington (UW). Kate's research is situated within
human-computer interaction (HCI) and the emerging field of crisis informatics—the study of
the how information-communication technologies (ICTs) are used during crisis events.
Specifically, her work seeks to understand and describe how affected people, emergency
responders and remote individuals come together online to respond to major crisis events,
often forming emergent collaborations to meet unpredicted needs. Recently, she has also
focused on how online rumors spread—and how online rumors are corrected—during crisis
events. Kate earned her PhD from the University of Colorado at Boulder in Technology, Media
and Society and holds a BS in Computer Science from Stanford University.
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Mystery Keynote — The Dark Side of the Force: Not what you think !

By Master Professor
Master Professor - Villain & Sith Research Center, University of the Galactic Empire

Mystery

Don’t worry, the Mystery Keynote Speaker is not a villain! (unless they are...)

But for reasons which nobody knows (including themselves...), we are not allowed to reveal
their identity.

We know this is so frustrating but, be patient... the Mystery Keynote is coming, on Wednesday
(maybe...). In the meantime, we encourage you to participate in the others keynotes,
workshops, symposiums and tutorials.

Before we let you go, here is a clue on the Mystery Keynote Speaker’s identity: The Mystery
Keynote Speaker is a HE! (unless it’s a SHE...).
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ISCRAM 2017 Track Chairs

Population and Priority Needs in a Limited Access Crisis
Andrew Alspach, William Chemaly.

Analytical Modeling and Simulation
Christopher Zobel, Josey Chacko.

Command and control studies
Bjorn JE Johansson, Peter Berggren, Nicoletta Baroutsi.

Ethical, Legal and Social Issues
Caroline Rizza, Hayley Watson.

Monitoring and Resilience of Critical Infrastructure in the hyper-connected society
Angelos Amditis, Evangelos Sdongos, George Athanasiou.

Network Analysis and the systemic and critical assessment of infrastructures
Damien Serre, Christophe Viavattene.

Planning, Foresight and Risk analysis
Murray Turoff, Victor Banuls, Sébastien Truptil.

Protection Models For Complex Critical Infrastructures
Florian Brauner, Frank Fiedrich, Christopher Zobel, Wolfgang Raskob.

Resilience engineering and management
Vincent Chapurlat, Igor Linkov, Florian Steyer.

Social Media Studies
Amanda Lee Hughes, Roxanne Hiltz, Muhammad Imran, Linda Plotnick, Christian Reuter.

Operational applications and perspectives
Adrien Mangiavillano, Audrey Senatore.

Logistics and Supply-Chain
Adam Widera, Jacques Lamothe.

New Technologies for Crisis Management
Frédérick Bénaben, Agnes Voisard.

Prevention and Preparation
Chihab Hanachi.

Response and recovery
Matthieu Lauras.

Future trends
Tina Comes.
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ISCRAM 2017 Symposiums

EU Project Symposium

Hayley Watson, Vitaveska Lanfranchi and Tim Clark

Doctoral Symposium

Anne-Marie Barthe-Delanoé and Fiona McNeill

ISCRAM 2017 Workshops

Transport and Logistics Management in Crisis Situations

Carsten Dalaff, Gaby Gurczik, Bernd Hellingrath and Adam Widera

Post-Crisis Damage and Needs Assessment of Buildings for Response, Reconstruction and
Recovery Planning

Angelos Amditis, Evangelos Sdongos and George Athanasiou

Disaster Healthcare and Disaster e-Health

Dave Parry and Richard Scott.
Contributors: Tony Norris, Julie Dugdale and Jose Julio Gonzalez

ISCRAM Practitioners Workshop: Using scenario’s as Crisis Information performance
indicators

Gerke Spaling, Barry van het Padje, Mark Aukema, Willem Treurniet and Bart v Leeuwen

ISCRAM 2017 Tutorials

Visual Analytics with Social Media for Emergency Response

Suvodeep Mazumdar and Vitaveska Lanfranchi

ISCRAM 2017 Master Class

Practitioners' Master Class

Rob Peters, Gerke Spaling and Henk Djurrema
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ISCRAM 2017 Round Tables

Round Table “Prevention & Prepardness”

Colonel Jacob Graham (PSU) — Training Datasets- Information Requirements for Future
Crisis

Prof. Juanqiong Gou (BJTU) — Collaborative pre-control in railway risk prevention

Eva Poujardieu (ALLIANZ) — The role of the insurance industry in loss prevention
Prof. Valerie November (LATTS) — From the exercice (EU Sequana, March 2016) to the
reality (Flooding in Paris in June 2016): what has been learned?

Prof. Hamideh Afsarmanesh (UvA) — Establishing the base infrastructure and system -
breeding environment - as a key enabler for fluid formation of crisis handling networks
of organizations

Round Table “response & Recovery”

Commandant Florent Courréges (SDIS 81) — The french firemen functions in response
and recovery- state of the art and future outlook

Dr. Andrea Tapia (PSU) — Scanning the Landscape of Social Media for Disaster Response
and Recovery

Xavier Tytelman (CGI consulting) —Social media exploitation in crisis management

Dr. Sebastien Penmellen Boret (IRIDES) — Supporting recovery through managing
bodies and memorialisations during emergency response

Prof. Luis Camarinha-Matos (UNINOVA) — The role of collaborative networks in crisis
response and recovery
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ISCRAM 2017 Best Paper Awards Nominees

Best paper awards Committee

Victor A. Bafiuls (Chair), José H. Canoés, Starr Roxanne Hiltz, Radmila Juric, Murray
Turoff, Christopher Zobel

Nominees for the Best Student Paper Award

Linking up the last mile: how humanitarian power relations shape community
e-resilience
by Femke Mulder, Kees Boersma (elected Best Student Paper)

Social Triangulation: A new method to identify local citizens using social media and
their local information curation behaviors
by Rob Grace, Jess Kropczynski, Scott Pezanowski, Shane Halse, Prasanna Umar, Andrea Tapia

On Variety, Complexity, and Engagement in Crowdsourced Disaster Response Tasks
by Sofia Eleni Spatharioti, Seth Cooper

Nominees for the Best Insight Paper Award

Managerial Challenges in Early Disaster Response: The Case of the 2014 Oso/SR530
Landslide Disaster
by Hans Jochen Scholl, Sarah L Carnes (elected Best Insight Paper)

Embedding Unaffiliated Volunteers in Crisis Management Systems: Deploying
and Supporting the Concept of Intermediary Organizations
by Veronika Zettl, Thomas Ludwig, Christoph Kotthaus, Sascha Skudelny

Challenges for critical infrastructure resilience: cascading effects of payment
system disruptions

by Joeri van Laere, Peter Berggren, Per Gustavsson, Osama Ibrahim, Bjorn Johansson,
Aron Larsson, Towe Lindqwister, Leif Olsson, Christer Wiberg

Nominees for the Best CoRe Paper Award

Evaluation of Conversion to Quake-Resistant Buildings in Terms of Wide-Area
Evacuation and Fire-Brigade Accessibility
by Takuya Oki, Toshihiro Osaragi (elected Best CoRe Paper)

Public expectations of social media use by critical infrastructure operators in crisis
communication
by Petersen, Laura; Fallou, Laure; Reilly, Paul; Serafinelli, Elisa

Automatic Image Filtering on Social Networks Using Deep Learning and
Perceptual Hashing During Crises
by Dat Tien Nguyen, Firoj Alam, Ferda Ofli, Muhammad Imran
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List of ISCRAM 2017 Academic Papers

Deducing Complex Scenarios for Resilience Analysis: Application to the Franco-German High

Speed Train Network
by Amokrane, Nawel; Daclin, Nicolas; Chapurlat, Vincent

The role of cognitive biases in reactions to bushfires
by Arnaud, Mael; Adam, Carole; Dugdale, Julie

People Behaviors in Crisis Situations: Three Modeling Propositions
by Arru, Maude; Negre, Elsa

Interactive Monitoring of Critical Situational Information on Social Media
by Aupetit, Michael; Imran, Muhammad

An interactive simulation for testing communication strategies in bushfires
by Bailly, Charles; Adam, Carole; Dugdale, Julie

A Review on the Influence of Social Attachment on Human Mobility During Crises
by Bangate, Julius; Dugdale, Julie; Adam, Carole; Beck, Elise

Towards a Crowdsourcing-based Approach to enhance Decision Making in Collaborative Crisis

Management
by Benali, Mohammed; Ghomari, Abdessamad Réda

A Heuristic Approach to Flood Evacuation Planning
by Bennett, Gary; Yang, Lili; Simeonova, Boyka

Smoke dynamics in compartment fires: large scale experiments and numerical simulations
by Betting, Benjamin; Varea, Emilien; Patte-Rouland, Béatrice

On the use of automated planning in crisis management
by Bidoux, Loic; Pignon, Jean-Paul; Bénaben, Frédérick

Artefacts Role in Creation of a COP During Large Crisis
by Borglund, Erik A.M.

Translation in Personal Crises: Opportunities for Wearables Design
by Bratt, Sarah; Semaan, Bryan; Franco, Zeno

DoRES — A Three-tier Ontology for Modelling Crises in the Digital Age
by Burel, Grégoire; G. Piccolo, Lara S.; Meesters, Kenny; Alani, Harith

Emergency plans are software, too
by Cands-Cerd3, José H.; Piedrahita, Diego
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A #cultural_change is needed. Social media use in emergency communication by Italian local
level institutions
by Comunello, Francesca; Mulargia, Simone

IT infrastructure at the Rio de Janeiro City Operations Center - the case of 2016 Olympic and
Paralympic Games

by Costa, Rafael; Fontainha, Tharcisio Cotta; Yoshizaki, Hugo; Leiras, Adriana; Gongalves, Paulo;
de Paula, Abdon

A Framework of Quality Assessment Methods for Crowdsourced Geographic Information: a
Systematic Literature Review

by Degrossi, Livia Castro; Albuquerque, Jodo Porto de; Rocha, Roberto dos Santos; Zipf,
Alexander

Towards using Volunteered Geographic Information to monitor post-disaster recovery in
tourist destinations
by Eckle, Melanie; Herfort, Benjamin; Yan, Yingwei; Kuo, Chiao-Ling; Zipf, Alexander

Learning From Non-Acceptance: Design Dimensions for User Acceptance of E-Triage Systems
by Elmasllari, Erion; Reiners, René

A situation model to support collaboration and decision-making inside crisis cells, in real time
by Fertier, Audrey; Montarnal, Aurélie; Truptil, Sébastien; Barthe-Delanoé, Anne-Marie;
Bénaben, Frédérick

Towards Projected Impacts on Emergency Domains Through a Conceptual Framework

Uncertainty Handling during Nuclear Accidents
by French, S.; Argyris, N.; Smith, ].Q.; Haywood, S.; Hort, M.

The key role of animation in the execution of crisis management exercises
by Fréalle, Noémie; Tena-Chollet, Florian; Sauvagnargues, Sophie

Process modelling of physical and cyber terrorist attacks on IT networks of public
transportation infrastructure

by Gabriel, Alexander; Schleiner, Simon; Brauner, Florian; Steyer, Florian; Gellenbeck, Verena;
Mudimu, Ompe Aimé

Integrative Risk Identification Approach for Mass-Gathering Security
by Glantz, Edward J.; Ritter, Frank E.

Social Triangulation: A new method to identify local citizens using social media and their local
information curation behaviors

by Grace, Rob; Kropczynski, Jess; Pezanowski, Scott; Halse, Shane; Umar, Prasanna; Tapia,
Andrea

What about IT? Crisis Exercises for multiple skills
by Granholm, Martina
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A Meta-Theory of Command & Control in Emergency Management
by Grant, Timothy John

Social Media during a Sustained Period of Crisis: Lessons from the UK Storms 2015 - 2016
by Gray, Briony Jennifer; Weal, Mark; Martin, David

Co-creating Communication Approaches for Resilient Cities in Europe: the Case of the EU
Project X
by Grimes, Clara; Sakurai, Mihoko; Latinos, Vasileios; Majchrzak, Tim A.

Constructing Synthetic Social Media Stimuli for an Emergency Preparedness Functional
Exercise

by Hampton, Andrew J.; Bhatt, Shreyansh; Smith, Alan; Brunn, Jeremy; Purohit, Hemant; Shalin,
Valerie L.; Flach, John M.; Sheth, Amit P.

Simulations and Serious Games for Firefighter Training: Users’ Perspective
by Heldal, llona; Hammar Wijkmark, Cecilia

Agile Emergency Responses Using Collaborative Planning HTN
by Hendijani Fard, Fatemeh; Davies, Cooper; Maurer, Farnk

The Impact of Social Media for Emergency Services: A Case Study with the Fire Department
Frankfurt
by Kaufhold, Marc-André; Reuter, Christian

Mining Multimodal Information on Social Media for Increased Situational Awareness
by Kelly, Stephen

Study on Integrated Risk Management Support System — Application to Emergency

Management for Cyber incidents —
by Kishi, Kouji; Kosaka, Naoko; Kura, Tsuneko; Kokogawa, Tomohiro; Maeda, Yuji

Quality Improvement of Remotely Volunteered Geographic Information via Country-Specific
Mapping Instructions
by Klonner, Carolin; Eckle, Melanie; Uson, Tomas; Hofle, Bernhard

Agility in crisis management information systems requires an iterative and flexible approach
to assessing ethical, legal and social issues
by Kroener, Inga; Watson, Hayley; Muraszkiewicz, Julia

Sustainable Performance Measurement for Humanitarian Supply Chain Operations
by Laguna Salvadé, Laura; Lauras, Matthieu; Comes, Tina

Machine Learning and Social Media in Crisis Management: Agility vs Ethics
by Lanfranchi, Vitaveska
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Rumors detection on Social Media during Crisis Management
by Laudy, Claire

Assessing Vendor Managed Inventory (VMI) for Humanitarian Organizations
by Lechtenberg, Sandra; Widera, Adam; Hellingrath, Bernd

Towards practical usage of domain adaptation algorithms in classifying disaster related tweets
by Li, Hongmin; Caragea, Doina; Caragea, Cornelia

Modeling of Railway Risk Inter-Relation based on the study of Accident Context
by Li, Jiayao; Gou, Juangiong; Mu, Wenxin; Peng, Liyu

Attributes for Simulating Spontaneous On-side Volunteers
by Lindner, Sebastian; Betke, Hans; Sackmann, Stefan

New Decision-Support Framework for Strengthening Disaster Resilience in Cross-Border Areas
by Lotter, Andreas; Brauner, Florian; Gabriel, Alexander; Fiedrich, Frank; Martini, Stefan

Social Media Analyst Responding Tool: A Visual Analytics Prototype to Identify Relevant Tweets
in Emergency Events
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ABSTRACT

All too often the collection as well as analysis of data for humanitarian response only starts once a disaster hits.
This paper proposes a framework to assess Data Preparedness on five dimensions: Data Sets, Data Services and
Tooling, Data Governance, Data Literacy, and Networked Organizations for Data. We demonstrate for one
dimension, i.e. Data Sets, how it can be quantified. First step is to determine which Data Sets must be collected
before a disaster strikes so that as many as possible decision-makers’ information needs are covered.
Subsequently, a Data Sets Preparedness Index can be calculated based on Completeness, Recency and
Accuracy & Reliability. We tested the index for Malawi and The Philippines and show how it can be used to
direct data collection and determine when data analysis for e.g. predicting severity becomes meaningful. The
index can be modified for reporting on global policies such as the Sustainable Development Goals.

Keywords

Data preparedness, humanitarian response, information requirements.

INTRODUCTION

Humanitarian decision-makers are working in stressful, high-pressure conditions where information is often
lacking, distorted or uncertain. These conditions are known to introduce or enforce biases (Comes, 2017):
cognitive biases resulting from simplifications to deal with complex problems and/or motivational biases
resulting from the desire for a specific result. Examples are overestimating the number of affected people to
push funding in a certain direction or underreporting for political reasons. The availability of accurate, reliable
and timely information can reduce these biases and lead to improved decision making. It is therefore essential to
know what the decision-maker’s information needs are (Gralla et al, 2015). A case study on the 2014 floods in
Bangladesh (van den Homberg et al., 2016) identified seven clusters with in total 71 information needs. This
study did not only identify the information needs, but also mapped the data sets that became available from the
start of the floods onwards, on the needs. 15 data sets with in the order of 40 to 60 indicators each were
identified and they could meet only 27% of the information requirements in time (and 62% if timing constraints
were not considered). This data and information gap enhances the biases in humanitarian decision making.

The rapidly changing and new information environment consisting of mobile services, social media,
crowdsourcing and collaborative digital spaces offers several opportunities to narrow this gap as much as
possible both before and during a disaster. One can more easily engage with communities and collaborate
among different stakeholders. Governments can use the new digital technologies to open and share their data.
Humanitarian donors push their recipients to do so as well using International Aid Transparency Initiative
(IATI). Increasingly paper-based processes get digitized. These trends lead to a rapid increase in availability of
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data. In addition, the key global agreements that entered into force in 2015, i.e. the Sendai framework for
Disaster Risk Reduction (DRR), the Paris Climate Agreement and the Sustainable Development Goals (SDGS),
all require data collection on a number of indicators of which several are relevant also for humanitarian
contexts.

Data Preparedness will be pivotal for seizing these new opportunities. We define Data Preparedness as all
activities, that can be done before a disaster hits, to pre-stage data with sufficiently high data quality (that
matches the prospective information needs of responders) and to develop capacities to collect data on affected
communities and areas once a disaster hits to ensure a timely, efficient, and effective response. Data
Preparedness can be considered an element of information management preparedness. OCHA defined already in
2009 an information management preparedness matrix, that covered general preparedness, capacity, data
standards, data sets and tools and needs assessments (OCHA ROAP, 2009). Raymond and Al Achkar (Raymond
and Al Achkar, 2017) proposed a data preparedness cycle, departing from the risks that the use of new
technologies and data poses. The cycle has therefore a strong emphasis on legal, ethical and regulatory rules and
norms. However, there is not yet to the best of our knowledge a Data Preparedness Framework that can be used
to assess and quantify the level of data preparedness and that has been tested in practice.

METHODOLOGY

The objective of this paper is to develop such an assessment framework and test it in practice. It should be
possible to apply the framework to an individual organizational but also to the humanitarian ecosystem of a
country. Our methodology consists of desk research combined with case studies on typhoons in The Philippines
and floods in Malawi. The case studies combine remote with in-country activities. The remote activities
involved the organization of mapathons as part of Missing Maps and identifying data providers and data sharing
platforms. For the Philippines, the in-country activities consisted of 32 interviews as part of an MSc study (van
Lint, 2017) and a Surge Information Management Support deployment to Manila shortly after Typhoon Haima
at the end of 2016, whereby feedback from humanitarian decision-makers of The Philippines Red Cross and
OCHA was obtained. The in-country activities in Malawi consisted of a Data Preparedness Mission in February
2017, whereby a workshop was held within the Malawi Red Cross. Over 20 stakeholders (mainly government
and NGOs) were interviewed and one week of mapping with about 15 enumerators was organized.

The research described is part of a larger Data Preparedness project led by The Netherlands Red Cross 510
initiative. 510 aims to drive the smart use of (big) data for faster and more (cost) effective humanitarian aid. The
team works with knowledge institutes, private sector and other NGOs to ideate, research, implement and scale
up new data-driven humanitarian aid innovations and to increase the capacity in the sector to work with and
understand data. In this project, subnational disaster management data on several hazard prone developing
countries is gathered and integrated into an easily accessible online dashboard, i.e. the Community Risk
Assessment tool. This tool feeds into another tool that predicts severity and priority areas for humanitarian aid.

The outline of the paper is as follows. In the next section, we present the framework components at a general
level. Subsequently, we focus on one component, i.e. the Data Sets. We describe how one can determine which
data to collect and collate and develop, subsequently, a method to numerically measure progress. This method is
applied for The Philippines and Malawi. We discuss these first test results and describe the implications for
further use. Future work aims at developing an assessment framework for the other four components.

A FRAMEWORK FOR DATA PREPAREDNESS

Our framework for Data Preparedness consists of five components. For each component, we describe a set of
questions that can be answered at an organizational or ecosystem level. We used this set of questions also in an
interactive round table session, where groups of people rotate from one table to another, dealing at each table
with one of the components.

Data Sets: Which data in relation to disaster management does your organization collect? Do you use a
framework with indicators for this and what are your information needs? Which gap is there between your
information needs and the data that is available to you? Do you have an overview of those data providers that
will be important for you once a disaster strikes? For example, during the Typhoon Haiyan the international
community did not have the automatic reflex to request data on cities from mayors.

Data Services and Tooling: Which services does your organization offer based on its data sets? Which tooling
(software, hardware, but can also be paper-based) does your organization use to collect, analyze, and share data?
Which tooling does your organization use for collaboration with other organizations and/or dissemination (like
geospatial sharing platforms and collaborative digital tooling)?
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Data Literacy: Do you have training programs for your employees in relation to data? Do you face obstacles in
terms of lack of data literacy at several hierarchical levels within your organization? How do you assess the
level of data literacy within your organization or possibly also of the partners you work with? Do you have an
HR policy that attracts data literate staff?

Data Governance: What is the mandate of your organization in terms of data for disaster management and/or
the business rationale? Do you have specific guidelines in place in relation to data collection, analysis and
sharing? How do you safeguard privacy and ensure sensitive data is handled responsibly? How are data harms
prevented from occurring?

Networked Organizations for Data: With which organizations do you coordinate or collaborate in terms of
data? With which organizations do you share data or from which organizations do you get data? Do you have an
open data policy and are you actively sharing data online? Have you reached agreements with others for datasets
that cannot be shared openly? We note that these latter points overlap with Data Governance.

Table 1 Defining the different components when going from the preparedness to the response phase

Data Preparedness Component

Preparedness

Response

Data Sets

Framework: Risk indices
More stable data, mostly secondary
data

Framework: Crisis impact and
Operational Environment
indicators

Highly dynamic data, mostly
primary data

Data Services and Tooling

Services: early warning, identifying
most vulnerable and hazard prone
areas

Tooling: Geospatial sharing
platforms, formal communication
channels (email, phone), mobile data
collection, cloud based file sharing,
dashboard technologies for data
analysis/visualization.

Services: Identifying priorities:
areas and people most affected.
Tooling: similar, but for
communication more informal,
instant messaging and more use of
collaborative digital spaces.

Data Literacy

Formal capacity building trajectories
within organizations can be set-up
and data champions appointed.
Capacity building in assessment
methodologies of especially the local
actors is essential for obtaining
granular data.

Data collaboratives organize open
data events, data uploading sessions
as well as peer-to-peer learning.

High rotation of staff and the
emergence of actors new to the
humanitarian field. This requires
an agile approach to learning and
capacity building in different
contexts to get people up to speed
quickly.

Data Governance

Fundamental issues of data
governance can be addressed.
Formal, legal and regulatory data
sharing frameworks can be
developed.

Pragmatic, ad hoc solutions might
be used. Risks for data harms
might get aggravated.

Networked Organizations for
Data

Data Collaborative

More formal and long term network.
Majority of national and local
stakeholders involved.

Coordinated Data Scramble.
Largely informal, flexible, short-
term.

Majority of international
humanitarian organizations in case
of level 3 disaster

Table 1 shows how the meaning of each of the components evolves when going from the preparedness to the
response phase by giving a few examples. While for sudden onset disasters the preparedness phase is truly
disparate from the response phase, for protracted and slow onset crises this distinction becomes more arbitrary.
The table indicates that for both slow and sudden onset disasters, the data preparedness components are part of a
continuum. The highly dynamic, new set of data on the crisis impact and operational environment in the
response phase will be most valuable when integrated with pre-disaster more static baseline data. The
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Networked Organizations for Data component describes the degree of coordination among multiple
organizations. The term “Networked Organization” refers to organizations with a dominant focus on emergent
dynamics in collaboration and less reliance on formal hierarchical structures (Treurniet, 2014). Typically,
organizations in the response and preparedness phase are networked but do not have a formal structure around
collecting, analyzing or sharing data for disaster management. For several of the larger disasters in the recent
years, a Coordinated Data Scramble has been setup by the international community (Campbell 2016; Verity
2016) in the response phase. These scrambles rely on contingent coordination (Herranz, 2008), where some
opportunistic directive influence guides network behavior, but reliance on emergent behavior is still quite high.
After the response phase, this group can grow into a Data Collaborative (Verhulst, 2015), a network of
organizations that exchange data for disaster management with a network management regime that relies on
active coordination. Active coordination implies a more deliberate design of the network, including its
constituent partners as well as the interaction and incentive mechanisms among the partners (Herranz, 2008).
Concretely this means that for example data sharing agreements have been signed or that a facilitator has been
appointed. Treurniet and van Buul (Treurniet and van Buul, 2015) described how the level of information
sharing depends on the dynamics and type of collaboration within these networked organizations. The
information sharing can move from stovepiped data (sharing information via non-aligned reports across actors),
shared data (a common frame of reference/uniform format for basic information exchange) to shared situation
assessment (full common frame of reference/uniform format for all information exchange). We can use this
matrix of level of information sharing versus level of collaboration to assess data preparedness on the
Networked Organizations for Data dimension.

The framework is mostly useful for measuring data preparedness at output and -but to a lesser degree- outcome
level. The framework cannot be used to determine the impact on sensemaking and decision making processes.
Our underlying assumption is that data preparedness leads to data with higher quality in the response phase,
which will debias the humanitarian decision making process. For example, the decision on where to place an
operational hub for UN clusters in country can become more transparent by having a geographical assessment in
place beforehand. In the remainder of this paper we zoom in on the first of the five pillars: Data Sets.

DATA SETS

Determining which data to collect and collate

As explained in the previous paragraph, a crucial part of data preparedness is pre-staging as many data sets as
possible and making sure they match the information needs of responders.

Obviously, a first step is to make an inventory of the information needs for different disaster contexts. The
Interagency Standing Committee (IASC) Assessment Task Force developed the Multi-Sector Initial Rapid
Assessment framework (MIRA) and groups information needs into two pivotal categories, i.e. the Crisis Impact
and the Operational Environment, with twelve subthemes (MIRA, 2015). Gralla et al. (Gralla et al., 2015)
identified eight clusters of information requirements of field-based decision-makers along the response timeline,
when going from the early stage of the response towards recovery. In the Bangladesh case that was introduced
earlier (van den Homberg et al., 2016), the two main categories of MIRA were used to group the 71 information
needs as identified through semi-structured interviews and focus group discussions. The cluster of Crisis Impact
consisted of baseline information about the vulnerability and livelihood of communities in hazard prone areas,
damage and needs assessments and information about the disaster situation such as which areas are inundated
and how long the flood will last. The Operational Environment comprises coordination and capacity information
as well as information on the degree of humanitarian access.

Second step is to acquire the corresponding data sets. Information requirements can be met by combinations of
data sets; this is not a completely straightforward relationship. The IASC developed in 2010 Guidelines
Common Operational Datasets (CODs) in Disaster Preparedness and Response (IASC, 2010). CODs are 'best
available' datasets that ensure consistency and simplify the discovery and exchange of key data. The core CODs
are Administrative Boundaries, Population Statistics, Humanitarian Profile. Country-specific CODs are a subset
of the CODs that are specific to each country’s risk profile. Examples included: datasets related to
demographics, geography, infrastructure (structures that could be impacted or used during relief operations such
as schools, health facilities and refugee camps) and activities. Whereas these guidelines are very useful to
increase the interoperability of data sets and improve data sharing, they do not aim at providing a framework to
bring the different data sets together in an insightful and coherent way. A risk framework can do so. Risks
materialize into crisis impact and affect the operational environment. As an example, the number of people
affected (part of Crisis Impact) has a direct relation with the number of people that are exposed (before the
disaster hits). Similarly, the hospitals and doctors available in the disaster area (part of Operational
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Environment) can be derived from the hospitals present in the area before in combination with how they were
impacted. We have therefore decided to collect and collate data on the indicators of risk before a disaster hits.
Given the mandate of humanitarian organizations, our focus hereby is at risk at the community level. As a
matter of fact, most of the CODs can also be categorized under one of the risk components.

In recent years, many risk indices have been developed. Most of these indices consist of a weighted or
unweighted combination of indicators measuring different components of risk, resilience, or vulnerability. The
World Bank report, Unbreakable, Building the Resilience of the Poor in the Face of Natural Disasters, lists 13
of them (Hallegatte, 2017), where each index is developed with different or sometimes to some extent
overlapping user groups and application domains in mind. For example, the World Risk Index (WRI, 2016), as
developed by the Institute for Environment and Human Security, United Nations University, and the University
of Bonn, seems to be mostly used for development, Climate Change Adaptation (CCA) and DRR, whereas
INFORM, developed by the EU Joint Research Center and UN OCHA (INFORM, 2016), is mostly targeting
humanitarian aid. At the community level, NGOs, Red Cross local chapters and other mostly local organizations
do regularly Participatory Capacity and Vulnerability Analysis (PVCA) assessments. These give relevant
information on some of the risk components, but the analyses are often not digitized and can be both
quantitative and qualitative. PVCAs tend to be an instrument to raise awareness and build capacity at
community level and are not so much an instrument to get very accurate numbers on risk.

The INFORM, WRI and PVCA report at different administrative levels. Whereas PVCA reports at the
community level, the WRI and INFORM report at the national level. INFORM is now working on going
towards subnational level under an EU ECHO grant that OCHA and UNDP have received at the end of 2016.
INFORM’s main components are Vulnerability, Lack of Coping Capacity, and Hazards & Exposure, see Figure
1. These three categories are always the same for several countries. At subnational level, specific indicators per
component are determined per country based on a consultative process with key stakeholders and data
providers. This allows integration of data at the subnational levels, from regional, provincial, municipal up to
neighborhood level. We have therefore decided to create a Community Risk Assessment based off the INFORM
framework. This Community Risk Assessment distinguishes itself from INFORM through its reach in terms of
administrative levels and through its application in a prioritization model. The reach in terms of administrative
levels is limited by the availability of data; Figure 1 shows which data sets are available (yes) or not (no) at
administrative level 2. The prioritization model predicts high priority areas based on a combination of (open)
secondary risk data on hazard prone areas, weather information on the imminent hazard (such as wind speeds
and rain falls) and data from past similar disasters. It uses machine learning and data mining algorithms.

INFORM Risk framework with sub-components Malawi
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and No refer to whether the data was available at administrative level 2.
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Calculating the Data Sets Preparedness Index

We develop a Data Sets Preparedness Index (DSPI) by selecting specific Data Quality dimensions. Several
international organizations such as the UN, IMF and the EU have developed different data quality assessment
frameworks. The Post2015 Data Test initiative (Post2015, 2014) drew from these frameworks to develop a
Quality Assessment Framework specifically for the monitoring of SDGs. We extracted and transformed some of
the indicators in this framework so that we would have a basic set to start with and that would be quantifiable,
i.e. Completeness, Recency and Accuracy & Reliability. The formula for DSPI is as follows and will be
explained in more detail below.

DSPI = Completeness * Recency * Accuracy & Reliability

Completeness: The first component of the DSPI to consider is Completeness. If for each subcomponent (see
Erreur ! Source du renvoi introuvable.igure 1) at least one data source is available then Completeness is
defined as 100%. For each subcomponent i that has no corresponding data source in the considered country, the
Completeness-score decreases, according to the weight of the subcomponent in the total risk-score. The weight
of subcomponents towards a higher-level component is always divided equally. Hazards, Vulnerability and
Coping Capacity each constitute one third of overall risk, Natural and Human Hazards each constitute 50% of
overall Hazard, etc.

Completeness = Z weight; * I;
i

where |; is a function that results to 1 if datasource i is available and 0 otherwise.

Naturally, if the considered use case is different, the definition of Completeness will have to change
accordingly. When collecting data on SDGs, Completeness will be defined by taking all considered SDGs and
their corresponding indicators as a starting point. The principle of measuring completeness between 0% and
100% as is done here, will remain the same.

Granularity level: With the first component of the DSPI defined, it is insightful to take a step back and define
the concept of granularity level. Namely, one can look at different levels to Data Preparedness. Some sources
may be available on municipal level, while others are available only on provincial level. This means that when
we are assessing Community Risk at a provincial level we will have more data sources and thus higher
Completeness, then when we are assessing at a municipal level. Depending on the context, both perspectives can
be relevant, and thus the Community Risk Assessment toolbox allows for various levels of administrative
granularity. Correspondingly, the same goes for the Data Sets Preparedness Index. For each source, the deepest
available granularity level is noted down, so that Completeness can be computed as a function of granularity.

Completeness(g) = Z weight; x 1(g);
i

where g is granularity level, and I(g)i results to 1 if .data source i is available on granularity level g or deeper.

Recency: After completeness, a second very important criterion of a data source is its Recency. Recency is a
combination of when the data set was last updated and how long a data set remains representative of the reality.
The more recent the source is, the higher the Recency score should be. How long a data set remains
representative can also be termed “retention period”. Some data sets stay valuable longer than others. For
example, the retention period of a source about the geospatial distribution of earthquake risk is generally
deemed longer than the retention period of a research on Good Governance Index of local municipal
government, which might very well have changed considerably after a new local government was elected.
Scoring the retention period per source is a subjective matter. In our primary calculations, this was done to the
best of our abilities. But in future applications of this framework, this can be determined more accurately for
example through averaging expert opinions.

In conclusion, the more recent a data set is and the longer its retention period is, the higher the Recency score is.
Mathematically, this is defined as follows for data source i.

max(10 — years passed;, 0) min(retention period ;, 10))
10 ’ 10

Recency; = Avg <
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The first part of this formula resolves to 1 if ‘years passed = 0’, so if the source is from 2017, and results in 0 if
the source is more than 10 years old. The second part resolves to 1 if the retention period is 10 years or higher,
while it resolves to O if the retention period is 0. The two parts are averaged out to get to the Recency score,
which is again a score between 0 and 1 (i.e. between 0% and 100%). The total Recency score is again the
weighted average of all individual Recency scores with the same weights as earlier used in the Completeness
measure. Note that only Recency of available sources are included in this weighted average, so that
incompleteness is not counted twice. It might be necessary at some stage to differentiate the cut-off timescales
between indicators.

Accuracy & Reliability: Lastly, data sources can — independently from their Recency — also vary greatly in their
Accuracy & Reliability (Post2015, 2014). In terms of source types, a census is generally considered more
accurate than a survey for example, simply because it measures the entire population instead of a sample.
Besides this, the Accuracy & Reliability can also be assessed by looking at the source and its publishing
organization. This is currently a mostly qualitative assessment. In our preliminary calculations, we have done
this to the best of our abilities by ranking each source on a scale from 1 to 5. Like the retention period, this part
can be further formalized in future research by defining subcriteria, such as used in the Post2015 framework
(Post2015, 2014) and by using expert opinions to assess these criteria. The 1-5 scale is subsequently linearly
transformed to a 0-1 scale per source, after which the weighted average is taken to obtain the overall Accuracy
& Reliability score. Note again that only Accuracy & Reliability of available sources is included in this
weighted average, so that incompleteness is not counted twice.

Data Sets Preparedness Index: Finally, the three components of Data Preparedness are combined into the Data
Sets Preparedness Index, also a score between 0 and 1. For granularity level g, this yields:

DSPI(g) = Completeness(g) * Recency * Accuracy & Reliability

We use multiplicative aggregation here (versus taking the arithmetic mean for example), because in an ideal
situation all three components should be equal to 1. If only 50% of the sources is available, and thus the
Completeness score is 0.5, then we want the DSPI also to be 0.5 at most (with perfect Recency and Accuracy &
Reliability). If on top of that, the Recency and Accuracy & Reliability are also not perfect, then this should
further decrease the DSPI-score.

For interpretation purposes, some feeling for the magnitude of DSPI is insightful. For example, if all three
components are average and have a score of 0.5 each, then the DSPI resolves to (0.5)% = 0.125. While this low
score is justified, because there is a lot of progress to be made on three fronts, a score of 0.125 can be interpreted
as reasonable.

Applying the Data Sets Preparedness Index

Calculation example: Table 2, 3 and 4 show results for the DSPI calculations for The Philippines and Malawi.
For Malawi, O represents national level, 1 region level (there are three regions), 2 district level (28 districts) and
3 National Assembly constituency or Traditional Authority (TA) level (usually around 5 or 6 per district). For
the Philippines 0 represents national level, 1 regions (17), 2 provinces/cities (81), 3 municipalities (1,489) and 4
barangays (42,029). If we look at the consolidated results in Table 4, we can see that the Completeness
decreases when going down in administrative levels from 2 to 3 for Malawi and from 3 to 4 for The Philippines.
Although indicators differ per country, the DSPI can be used to compare also across countries how far a country
is in having sufficiently granular and qualitative data on their set of indicators. The index could then be used to
track progress of countries in making sure they get more accurate, detailed, timely data on communities and in
this way, we could link it more easily to indicators used in key global agreements such as Sendai and the SDGs
or other models like INFORM.

Application: The above calculations lead to an immediate conclusion for the Community Risk Assessment
toolbox. Namely, for the Philippines it is currently meaningful to develop the risk framework at administrative
level 3 (municipal), but not yet at administrative level 4 (barangay) where the DSPI drops sharply. For similar
reasons, in Malawi, the risk framework is for now developed only at administrative level 2 (the district level),
but not yet at administrative level 3 (TA level), see Figure 2. In general, we have from these initial calculations
derived an initial DSPI threshold level of 0.10. While rolling out the Community Risk Assessment toolbox to
new countries, after the initial data scramble a DSPI is calculated. If this DSPI is lower than 0.10, the data
preparedness is currently considered too low to meaningfully include the country.

Even though a higher DSPI is preferable to a lower one, the framework and calculation are still very insightful
in case of the latter. First, the calculation is digitally stored and as new sources become available they can
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quickly be added, so that the progress can be monitored, and the “gap” between the current situation and the
minimum threshold can be measured. Second, the bottom-up calculation of the framework also quickly gives
insight into where the gaps are (see Table 3, which can even be expanded to one lower level of subcomponents
as seen in Figure 1). All scores can easily be subdivided into the subcomponents of the risk framework, thereby
giving focus to initiatives to bridge the gap.

Shortcomings: Some parts of this calculation, especially in the Recency and the Accuracy & Reliability part are
not perfect yet and should be further developed. As such, they should in part be seen as an exemplary
calculation to make the somewhat abstract concept of a DSPI more concrete, and as a starting point of further
discussion.

Table 2 Calculation of the Data Sets Preparedness Index for administrative level 3 in The Philippines

Component Completeness  Recency  Accuracy DSPI
&Reliability

Hazards & Exposure 0.50 0.70 0.60 0.21

Lack of Coping Capacity ~ 0.58 0.39 0.63 0.14

Vulnerability 0.19 0.58 0.70 0.08

Risk 0.42 0.54 0.63 0.14

Table 3 Specification of DSPI per subcomponent for administrative level 2 in The Philippines

Component Completeness  Recency  Accuracy DSPI
&Reliability
Hazards & Exposure 0.50 0.70 0.60 0.21
Natural 1.00 0.70 0.60 0.42
Human - - - -
Lack of Coping Capacity 0.58 0.39 0.63 0.14
Infrastructure 0.67 0.53 0.50 0.18
Institutional 0.50 0.20 0.80 0.08
Vulnerability 0.25 0.58 0.70 0.10
Socio-economic vulnerability  0.50 0.58 0.70 0.20
Vulnerable Groups - - - -
Risk 0.44 0.54 0.63 0.15

Table 4 Overview of the Data Sets Preparedness Index results for The Philippines and Malawi

Philippines Malawi
Administrative level 2 3 4 2 3
Completeness 0.44 0.42 0.08 0.46 0.19
Recency 0.54 0.54 0.52 0.55 0.67
Accuracy &Reliability 0.63 0.63 0.63 0.61 0.60
DSPI (product) 0.15 0.14 0.02 0.15 0.08
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Figure 2 Community Risk Assessment dashboard for The Philippines (top) and Malawi (bottom), showing that the
lower level of Data Preparedness in Malawi only allows a visualization up to the district level, whereas in The
Philippines it is possible up to the municipality level.

DISCUSSIONS AND CONCLUSIONS
Data Preparedness Framework

This paper proposed a framework to assess Data Preparedness on five dimensions: Data Sets, Data Services and
Tooling, Data Governance, Data Literacy, and Networked Organizations for Data. Whereas this framework is
tailored to humanitarian aid, the description of the five components across the spectrum from preparedness to
response also allows application in the development context. We have used this framework for the first time
during a Data Preparedness Mission, where a team goes into a country, works with all the local stakeholders
intensively and plugs all collected data sets into a dashboard. Possibly, data preparedness could become part of
more generic preparedness missions, such as the ones that the United Nations Disaster Assessment and
Coordination (UNDAC) teams execute (UNDAC, 2013; UNDAC 2017). Quantifying the different data
preparedness components makes it easier to characterize the current state, to define the desired state and to focus
data preparedness activities. We showed for one dimension, i.e. Data Sets, how it can be quantified.
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Data Sets

First, we explained how one can use a risk indicator framework to determine which data to collect and collate.
We developed a dashboard to bring all the data together in an accessible and insightful way. Red Cross National
Societies can play a pivotal role around the communication and engagement with communities in relation to the
dashboard. However, Red Cross National Societies are not considered apt to be the host of the data and to fulfill
an administrator type of role for the such a data platform. This should be the local/national government.
Subsequently, and this is the main contribution of this paper, we designed a prototype DSPI with as objectives
to give direction to data collection, to track progress, to create more efficiency in the data collection and sharing
and to define when it becomes possible to use the Severity and Priority tooling. The DSPI can still be extended
to include other data quality dimensions. For example, Data Accessibility could be added as a factor to the
equation. We saw in Malawi that especially at the lower administrative levels data could be available but not at
all easily accessible. The data was not yet uploaded to geospatial sharing platforms, but kept on individual
computers. Reasons for this could vary from low priority, lack of time and infrastructure (poor internet for
example) to do so. The Post2015 Data Set initiative (Post2015, 2014) mentions several other subcomponents for
Accessibility and clarity.

Limitations and future applications

Our research has until now solicited only limited user feedback on the DSPI. We will extend the number of case
studies and application areas. 510 has advanced discussions going on with INFORM to see how the DSPI in
combination with the Community Risk Assessment and Prioritization toolbox can be linked to the roll-out of the
INFORM Sub-National Models. It will also be important to see how the DSPI can be linked to INFORM’s
reliability score. This score is a measure of reliability for each country. It is represented on a scale from 0-10
and includes missing data, out of date data, and conflict status. Countries with lower Reliability Index scores
have risk scores that are based on more reliable data (INFORM, 2016).

DSPI gives direction to data collection but does not solve the issue of a lack of data at grassroots level. Alkire
and Samman (Alkire and Samman, 2014) have developed ten technical criteria to evaluate different data
collection methods at the household level specifically for monitoring on the SDGs. The DSPI data quality
components are part of these ten criteria and can be used to assess different data collection methods. For
example, social media data might score very high on Recency but the Completeness might be low if only a
small percentage of the people in the area of interest use social media. We have also started mapping data
providers on the indicators, since this will give an intuitive and visual representation of the data ecosystem. Such
an institutional map can uncover if there are too many data providers for a certain indicator or rather too little
and can subsequently be used in a data collaborative to align data collection among different organizations.

In conclusion, we developed a DSPI that can be used to monitor progress of countries on making sure they get
more accurate, detailed, timely data on communities paving the way for more transparent humanitarian decision
making and more inclusive reporting on global development agreements.
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ABSTRACT

In the years following Chernobyl, many reports and projects reflected on how to improve emergency
management processes in dealing with an accidental offsite release of radiation at a nuclear facility. A common
observation was the need to address the inevitable uncertainties. Various suggestions were made and some of
these were researched in some depth. The Fukushima Daiichi Disaster has led to further reflections. However,
many of the uncertainties inherent in responding to a threatened or actual release remain unaddressed in the
analyses and model runs that are conducted to support the emergency managers in their decision making. They
are often left to factor in allowances for the uncertainty through informal discussion and unsupported
judgement, and the full range of sources of uncertainty may not be addressed. In this paper, we summarise the
issues and report on a project which has investigated the handling of uncertainty in the UK’s national crisis cell.
We suggest the R&D programmes needed to provide emergency managers with better guidance on uncertainty
and how it may affect the consequences of taking different countermeasures.

Keywords

Deep uncertainty, displaying spatial uncertainty, nuclear emergency management, scenario-focused analysis.

INTRODUCTION

Emergencies inevitably involve significant uncertainties, and threatened or actual offsite releases of radiation
from nuclear facilities are no exceptions. In the initial threat or early release phase the source term, its strength,
time profile and composition are hugely uncertain. How the released radionuclides will be transported by winds
and washed out by rain depends on the current weather and that too can be very uncertain. The uncertainty on
weather and uncertainty on release content and duration also need to be treated in combination in consideration
of the range of possible outcomes as they are not independent. Thus in deciding between countermeasures such
as advising on the uptake of stable iodine, sheltering and evacuation, emergency managers need to be aware of
and take account of these uncertainties. This has long been realised and was given some prominence in the
post-Chernobyl period during which emergency management processes were reviewed and revised, a number of
decision support systems were designed (French 1997, 1997, French et al. 1998). Theoretical frameworks were
developed which used probability to represent the uncertainties and updated these as data became available
through the use of Bayesian statistics (Caminada et al. 2000), but to date these have not been fully implemented
in many systems such as RODOS (Raskab et al. 2010) and ARGOS (Hoe et al. 2002). Some of the reasons for
this relate to the computational tractability of the methods and the timely availability of data; but the major
obstacle is that some of the uncertainties are deep. Deep uncertainty may be defined in many ways (French
2015). Our view is that an uncertainty is deep when the range of plausible probabilities that one might use in an
analysis is so large that few issues can be resolved by a simple quantitative analysis and that the decision
making will also need to be based on judgements relating to the significance of the uncertainties. But this is not

CoRe Paper — Analytical Modeling and Simulation
Proceedings of the 14th ISCRAM Conference — Albi, France, May 2017
Tina Comes, Frédérick Bénaben, Chihab Hanachi, Matthieu Lauras, Aurélie Montarnal, eds. 15



French et al Uncertainty Handling during Nuclear Accidents

to say that the judgemental processes cannot and should not be supported by relevant quantitative analyses. To
leave the process to informal discussion and intuition is to risk unsound, biased and ill-considered choices
(French et al. 2009, Argyris and French 2016).

Twenty five years on from the Chernobyl Accident, the Fukushima Daiichi Disaster in 2011 has given impetus
to further consideration of nuclear emergency management processes. We believe that we can no longer avoid
formal approaches to the consideration of uncertainty though, as we shall argue, these may not be fully
quantitative. They will, however, need to challenge and catalyse the thinking of the emergency managers so
that they consider fully the possibilities given the range of the uncertainties. We shall look to the developing
field of scenario-focused decision analysis to provide the structures for this. Several authors have already noted
the potential of this approach to structure analyses for nuclear emergency management (Carter and French 2003,
Haywood 2010, Comes et al. 2013, Comes et al. 2015).

Below we report on an exercise-based project in the UK designed to investigate the handling of uncertainty,
particularly spatial or geographical uncertainty. Its results emphasise further the need for better approaches
conveying the inherent uncertainties to decision makers and, indeed, scientific experts from different domains in
the early stages of a radiation accident. In the next section, we describe the sources of uncertainty that arise in
the threat and release phases of an accident. We then briefly describe the exercises which investigated current
approaches. Reflecting on the results, we develop a scenario-focused approach to presenting the uncertainty.
We also reflect on the limits of quantification, and hence modelling and simulation, during the early phase. We
close with a discussion of future directions for research. Fuller details of our work may be found in French et al.
(2016).

UNCERTAINTIES ABOUT THE SPREAD OF CONTAMINATION AND ITS IMPACTS

Here we limit ourselves to atmospheric transportation of radioactive contamination. Hydrological transport is
also important, as the Fukushima Disaster showed, and adds to the complexity of the issues that we are
addressing, but for this paper we ignore those. There are many factors contributing to the uncertainty in the
predictions of the atmospheric dispersion of the radionuclides (French 2002, Haywood et al. 2010, Havskov
Sgrensen et al. 2014). Figure 1 and Figure 2 indicate some of these and how they influence the final uncertainty
in the plume and the ultimate health impacts. Note that these figures simply represent how uncertainties and
errors enter the modelling and then propagate through the modelling chain. They are conceptual and should not
be read in a chronological manner from left to right. The modelling itself is iterative and complexly so. For
example: there are the temporal iterations necessary to make predictions of the effects at a sequence of times to
show their spread; there are computational iterations needed to ‘solve’ the mathematics; and there are iterations
in the Monte Carlo simulations used in some of the modules along the model chain.

Imagine then that a reactor has ‘tripped’ in the sense that ‘warning lights are flashing’ and it is not working
normally. In this situation, a release may be possible or may have already begun.

Uncertainties about factors that affect the physical process of atmospheric dispersion and deposition

e  Will the aberrant conditions in the reactor lead to an off-site release? Or will the reactor be brought
back under control?

o Ifthere is a release, will it be into a sound containment building from which the gaseous radionuclides

can be vented in a controlled way and particulate radionuclides filtered out of any release?

If the release is uncontrolled, when will it occur?

What will be the composition of the release in terms of radionuclides?

How big will the release be?

What will be the time profile of the release, including variation in its composition?

What is the energy of the source term and its effective release height? If there is substantial wind

shear, this will affect the direction that the plume takes.

What will be the weather conditions at the time of the release and during the passage of the plume?

e What monitoring data do we have both on-site and off-site and how accurate are these?

e How much of the particulate release will be deposited at each stage of the passage of the plume? This
will be affected by the ground topography and surface roughness and increased by any precipitation.

Uncertainties about factors that relate to the modelling used to forecast dispersion, deposition and
consequent impacts

e What models are used to predict the source term? What are the assumptions underlying these?
e  What atmospheric dispersion and deposition models are to be used? What are the assumptions

CoRe Paper — Analytical Modeling and Simulation
Proceedings of the 14th ISCRAM Conference — Albi, France, May 2017
Tina Comes, Frédérick Bénaben, Chihab Hanachi, Matthieu Lauras, Aurélie Montarnal, eds. 16



French et al Uncertainty Handling during Nuclear Accidents

underlying these?

Figure 1: Factors contributing to the uncertainty in the spread of atmospheric dispersion

What statistical analysis is used to assimilate monitoring data into the models?
Where is expert judgement used to set model parameters or similar? How uncertain are these
judgements? How well calibrated are the experts?
What numerical methods are used to approximate the solution of the dispersion and deposition models?
How good is our GIS data in terms of topography, geology, land use, agricultural production, position
of dwellings and local populations?

e What models are used to assess potential agricultural impacts and the potential need for immediate
food bans?

e How good is our knowledge of the demography, diet and behaviour in the areas potentially affected?
What assumptions and models are used to predict any health effects?

Other pathways:
Hydrological
Human activity
Wildlife
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Figure 2: Factors contributing to the uncertainty in the predictions of dose and human health effects

e If several models are used in parallel to predict broadly the same effects, how are any conflicts between
their predictions resolved?

e If we could calculate perfectly and had perfect data, how accurate would the models be in predicting
the impacts in this situation?

In the first hours, the uncertainty in modelling public health impact assessments is generally dominated by
source term uncertainties such as the release height, timing and scale and, secondly, to meteorological
uncertainties, particularly the arrival of any front and precipitation patterns (Haywood et al. 2010).

The modelling of the processes that lead to health and other impacts involves much simplistic averaging across
many sub-groups. Moreover, the linear hypothesis, which is used to estimate the health risk to populations
exposed to very low levels of radiation over long time periods, is precisely what its name suggests: a hypothesis
justified by linear extrapolation from observed effects at much higher doses (Argyris and French 2016,
Blandford and Sagan 2016). When combined with many conservative assumptions on the average exposure of
members of the population, the linear hypothesis may lead to overestimation of the public dose.

Quantifying all of these uncertainties coherently without time constraints would be a challenge. Given the
urgency in the early phase of a radiation accident and given that some uncertainties, particularly those relating to
the source term, are deep, the challenge is enormous.

Note also that the decision makers are interested in what action to take where and when. So many uncertainties
that are of concern to them have spatial-temporal aspects and these are particularly difficult to communicate
(French et al. 2016)

THE ADMLC PROJECT AND CURRENT UK PRACTICE

The work reported here was part of a project funded by the UK Atmospheric Dispersion Liaison Committee
(ADMLC). The project’s focus was on how information would be presented to the scientific advisors to the
UK’s national crisis response group. It did not consider the many similar issues which arise in the co-ordination
of the local response. The project involved a range of activities, including a substantial literature review;
however, its key elements related to three workshops, all using hypothetical scenarios to focus their discussions
and illustrate the many uncertainties that arise in responding to a radiation accident. During each workshop an
accident scenario was presented, stepping through the first few hours and explaining what would be known at
each time, what would not be known, what seemed most likely to happen, and what the radiological and health
impacts might be. The first workshop sought to understand the current processes of information presentation
and discussion. It involved members of Government departments and agencies, who might well be involved in
advising on the handling of an actual radiological emergency. Discussion focused on how to advise senior
ministers and officials on the significance of the uncertainties involved in predicting the course of the plume, the
impact of this on health and the likely need to prepare resources to support recovery. Building on this
experience, the project developed proposals for presenting information on the potential geographical spread and
impact of a radiation plume. The second workshop involved many world experts on the presentation of
scientific and expert advice in high risk contexts, and aimed to challenge and criticise these proposals. The third
workshop had similar attendance to the first, but this time focusing on the presentation of information using
plots, graphs, and other display techniques proposed by the project to convey the uncertainty, and then to reflect
on how useful the different approaches were.

At present, no or very few uncertainties are quantified in the information that the agencies, responders and plant
operators provide to the advisors or emergency managers. In the discussion at the first workshop we observed
that the group focused on a reasonable worst case (RWC). It is not an easy concept to define. Essentially, the
idea is to think about how bad things might get so that appropriate resources can be put in place, which is why
consideration of RWC is common in emergency planning. In that context it is defined as being designed to
exclude theoretically possible scenarios which have so little probability of occurring that planning for them
would lead to a disproportionate use of resources. The concept has been taken over from emergency planning
into emergency response without apparent recognition that the contexts of these two activities is significantly
different. The former considers the possibility, remote or otherwise, of some disaster. The latter relates to
something that has most definitely happened. It is far from clear that emergency response should focus almost
entirely on a single reasonable worst case. There may be many different negative impacts (health, agricultural,
economic, etc.) that could arise and some may not be visible in a single RWC. Moreover, while it sounds
sensible to prepare for the reasonable worst, it is important to realise that an actual event may not evolve into
such a negative extreme. Framing issues so negatively has long be recognised in psychological studies as
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increasing risk taking in decision making (Kuhberger 1998, French et al. 2016): not a characteristic one might
wish to encourage in emergency management. Also the advice and assessments to be presented to the
emergency management team is sought to support decision making. It is not clear that describing a reasonable
worst case is the most helpful form of information for this. The focus of a reasonable worst case is simply on
what might happen. It does not offer an analysis of what might happen were different actions taken.

A way to avoid focusing on a single reasonable worst case may be to build on the ideas of scenario analysis and
offer crisis managers several potential scenarios. Scenario analysis is used throughout business and government
to develop strategic thinking (Schoemaker 1995, van der Heijden 1996). More closely to our context, it is used
in volcanic emergency response. Currently there is a growing interest in using scenarios to tackle problems with
deep uncertainty (French 2015). The most basic forms of scenario analysis develop a series of maybe 4 or 5
scenarios that are 'interesting' in some sense and may be used as backdrops for strategic conversations. How
‘interesting’ is defined is moot, with many possibilities. Perhaps:

e reasonable best and worst cases of some form — useful for bounding possibilities;

e alikely case — useful for maintaining a balanced perspective;

e an assumption that a particular event happens or does not — useful if a significant event such as structural
damage to a containment building is unpredictable and shrouded in deep uncertainty.

Following on our remarks that there may be no single reasonable worst case which illustrates all potential
negative impacts, this might be extended to cover two or three reasonable worst cases. Note that only a handful
of scenarios are developed. Part of this is because in qualitative scenario analysis, each scenario is carefully
explored and there is not time to do more; certainly not within the context of emergency management. But
there is also the issue of cognitive capacity in that decision makers often cannot absorb and balance out the
implications of many scenarios (Miller 1956).

In the scenario analyses undertaken within strategic management, the scenarios are developed in discussion
between the decision makers and their advisors. In the context of emergency management this would be too
time consuming. The scenarios need to be developed by the ‘backroom analysts’ and presented to the
emergency management team. We suggest that the scenarios might be developed by focusing on the key
uncertainties (Schoemaker 1993, Mahmoud et al. 2009). In our case, the key uncertainties relate to:

o the source term including release profile, release composition, and release height;
o weather including windfield, precipitation, and the arrival of any sudden changes such as that caused by a
front.

Figure 3: Generating scenarios to consider during a radiation accident
BC — best case; LC — likely case; RWC — reasonable worst case; WC — worst case

CoRe Paper — Analytical Modeling and Simulation
Proceedings of the 14th ISCRAM Conference — Albi, France, May 2017
Tina Comes, Frédérick Bénaben, Chihab Hanachi, Matthieu Lauras, Aurélie Montarnal, eds. 19



French et al Uncertainty Handling during Nuclear Accidents

The first step is to discretise the possibilities: see Figure 3. The tree on the left suggests how different possible
weather systems might be generated: will or will not a front arrive; how might the windfield evolve; will or will
it not rain? Obviously, one might consider not whether a front will arrive, but at what time it will arrive,
generating more than two possibilities. Other eventualities may be split into more or less possibilities. What
matters is that developing such a tree helps set up a set of different weather systems that are candidates for
consideration in the analysis. Similarly, the possibilities for the source term (the tree at the top of the figure) are
partitioned according to its time profile, its composition and its effective release height. However, we do
emphasise that this is indicative at least conceptually of how the various possibilities might be developed. The
leaf nodes of the weather and source term trees label the rows and columns. Each element in the table defines a
scenario. Even with the simplest set of possibilities on the components of the source term and weather, there
would be too many scenarios to generate, much less discuss with the advisors and emergency managers. Thus
we suggest that judgement is used to select 4 or 5 scenarios which span the range of possibilities to help those
making the decisions appreciate the range of possible impacts. But note that these 4 or 5 scenarios are not meant
to form a partition of the future. Figure 3 contains many unsampled possibilities. Thus the scenarios cannot be
connected by a decision tree or similar model.

That the presentation of each scenario would include maps or sequences of maps showing the evolution of
events under the assumptions implicit in its definition. Figure 4 gives an example of dose bands integrated over
2 days. Note that much simulation and modelling are used to develop each scenario. Indeed, uncertainty
calculations may be made within a scenario, e.g. in generating meteorological ensembles. Our approach
quantifies within scenarios, but leaves comparisons between scenarios unquantified (Stewart et al, 2013, French,
2015). Since the assignment of probabilities given the paucity of data and the urgency, the key idea in
presenting several scenarios is to stretch the emergency management team’s thinking and make them consider a
wide range of possibilities. It should also encourage them to recognise variation and that impacts will differ in
reality from the models, leading to greater flexibility in their response. We also note that presenting scenarios
via maps as in Figure 4, helps in appreciating some of the spatial temporal uncertainty.
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Figure 4: Plots of dose bands from four scenarios used in the exercise

Note 1:  These are entirely hypothetical scenarios based on a hypothetical site.

Note 2:  The plots are not probability distributions, but rather are predicted dose
given the different scenarios’ assumptions on source term and meteorology.
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The project discussed this proposal at the second of its workshops and then ran an exercise in the third workshop
with the same range of participants from across government and its agencies as the first. We created a
hypothetical accident in which there was a possibility that a small early release might be capped, but if not it
could develop into a second very significant release. The meteorology included the arrival of a front with an
associated change of wind direction which could take the plume out to sea, so the timing of any second release
was important, but very uncertain. If it went over land, the plume could reach a sizeable town and also would
have considerable agricultural impact with extensive food bans. Our team developed several scenarios with
different combinations of source terms, release times and meteorology. Recognising that only a handful could
be presented to the emergency managers in a reasonable time, we selected four to present at the exercise, which
spanned the possibilities.

The exercise was not an unqualified success. Presenting the scenarios did open up the discussion, but the
participants relatively quickly chose one as a RWC and concentrated on that. Moreover they really only
considered immediate health concerns and ignored, for example, potential agricultural issues. They did discuss
uncertainty more than in the first workshop, considering the probability of a significant second release.
However, there was a confusion between the unconditional probability of a very significant second release and
its conditional probability if a second release occurred, the former being much smaller than the latter. This
meant that their discussion was based on much higher chance of serious impacts than the evidence presented to
them was meant to suggest. This observation emphasises that experts are as prone to error as anyone else
(Kahneman and Klein, 2009; French et al, 2016), and that procedures to ensure continual challenge and hence
reflection and checking of their thinking should be adopted in their discussions.

DISCUSSION AND NEXT STEPS

The lack of full discussion of the range of scenarios in the context of this exercise is disappointing, but has not
discouraged us. We are, if ever, more convinced of the need to develop current emergency management
practices to recognise the issue of uncertainty explicitly in their deliberations and decision making. We ran a
fourth exercise followed by a discussion with scientists and researchers attending Radiation Protection Week
held in Oxford in September 2016. They too agreed with our conclusion that too little attention is paid to
uncertainty in current practices and this needs to be addressed.

There are simple things we might do that could make emergency management teams consider more carefully a
range of scenarios. Most simply we could have prepared tabulations and graphical displays that compared the
different potential impacts of the scenarios. Our presentations stepped through the four scenarios a little too
separately and might well have compared across them rather more. Another tactic would be to develop key
points for a press release. In previous work (Bennett et al. 1999, Bennett et al. 2010), it was noted that focusing
on what to tell the public would widen the discussion so that the public were prepared for different possibilities,
while still reassuring them that the authorities were taking appropriate steps to mitigate the potential outcomes.
In this context, we would be concerned that the focus on immediate health issues could lead to ministerial
statements which ignored other significant issues such as potential food bans and agricultural impacts. Failing
to forewarn the public about the potential scale of these could lead, if they were needed, to subsequent increases
in stress levels with the concomitant health impacts that have been found after Chernobyl and Fukushima
(Havenaar et al. 2003, IAEA 2006, 2015). Thus we would consider catalysing wider discussion in a future
exercise by asking for ‘bullet-points for a press release’.

A more significant development would be to bring an explicit discussion of probabilities into the process. But
this is non-trivial. Firstly, as we have noted some aspects of the accident may be deeply uncertain; secondly,
even when the deep uncertainties have been resolved — or sidestepped by fixing deeply uncertain entities within
a scenario — there may be insufficient data or computational time to conduct an adequate probabilistic analysis.
Nonetheless, after the first few hours as the cause and likely progress of the release becomes clearer, it may be
possible to use expert judgement to assess rough probabilities. Even if this is not possible in a real accident,
exploring such ideas in training exercises may help emergency managers develop an awareness of the value in
deliberating on the uncertainties and the full implications of not considering these.

So consider Figure 3 further. Note that the five scenarios clearly only allocate a small fraction of the probability
mass: i.e. it is much more probable that something else will happen. If probabilities are to be used sensibly we
need to look at all possible scenarios. What we might do is ask the advisors with suitable expertise to assign
rough probabilities to broad events whose outcomes are similar to the five modelled scenarios. By ‘outcome’,
we mean the health, agricultural and other consequences that arise from the contamination. By ‘similar to’ we
mean the overall impact of these consequences is roughly the same. Thus we might ask the advisors to discuss
the likelihood of four events (see Figure 5):
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e Event 1: the outcome is broadly similar to that shown in the BC scenario, though the details including the
precise geographical area affected may be different (shaded yellow).

e Event 2: the outcome is broadly similar to that shown in the LC scenario, though the details including the
precise geographical area affected may be different (shaded green).

e Event 3: the outcome is broadly similar to those shown in the RWC1 and RWC2 scenarios, though the
details including the precise geographical area affected may be different (shaded blue).

e Event 4: the outcome is broadly similar to that shown in the WC scenario, though the details including the
precise geographical area affected may be different (shaded red).
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Figure 5: Possible way of reintroducing probabilities into the analysis

In simpler terms, in deliberating on the possible decisions to be taken we would ask the advisors to summarise
the uncertainty in the form:

"At the moment our informed judgement is that there is a probability of a% that the outcome
could be as good or better than BC, a probability of b% that the outcome will be comparable
with LC, a probability of ¢% that it could get as bad as RWC1 and RWCL1 or something similar,
and a probability of d% that it would get as bad as WC."

Clearly a+b+c+d = 1 in this case; and by the time that deep uncertainties have become resolved, one would
expect (c+d) to be very much less than (a+b).

We hope to explore these ideas in future exercises. To be honest, we wonder whether the description of events
1 to 4 are too complex for experts to comprehend and thus assess probabilities, however approximately.
However, we are convinced that more attention need be paid to the inherent uncertainties and to all the potential
impacts in the early phase and that emergency managers need to be sensitized to such issues.
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ABSTRACT

It is important to evaluate the effects of improving the disaster vulnerability of towns by using various indices
related to human damage. In this paper, we focus on conversion of low quake-resistant old buildings. Firstly, we
construct a simulation model, which describes property damage (such as building-collapse and street-blockage),
wide-area evacuation behavior, and fire-brigade’s activities immediately after a large earthquake occurs. Next,
using the simulation model, we estimate the travel time required for evacuation, the number of evacuees trapped
on streets (or in blocks), and the access time of fire-brigades to fires in case that the ratio of quake-resistant
buildings in the area increases to a certain value. Based on the results, we discuss the effects by converting old
buildings into quake-resistant ones on reducing the difficulty in wide-area evacuation and improving the
accessibility of fire-brigades in multiple study areas with different characteristics.

Keywords

Conversion, quake-resistant building, property damage, wide-area evacuation, fire-brigade.

INTRODUCTION

In order to strengthen the resilience of densely populated residential areas to natural disasters, it is necessary to
visually and quantitatively grasp the potential of property/human damage caused by disasters, to draw up a
concrete plan for reducing the risk of such damages, and to encourage the reconstruction/demolition of
vulnerable buildings based on disaster prevention/mitigation planning. In some cases, municipalities or
residential developers provide a grant for residents to accelerate the redevelopment project, but in many cases,
residents have to pay almost all the money for reconstruction by themselves. To motivate them and promote the
improvement of the urban vulnerability to disasters, it is important not only to provide more grant for more
residents but also to sufficiently consider the effects on enhancing local disaster prevention/mitigation
performance by reconstructing/demolishing each vulnerable building on the basis of quantitative analyses from
the various viewpoints (such as economic loss, number of damaged buildings, number of human casualties, etc.).

In Japan, it has been said that major earthquakes equivalent to the Great Hanshin-Awaji Earthquake in 1995
(magnitude 7.3) will occur near multiple large cities (including Tokyo Metropolitan Area) with a probability of
70% in 30 years (Cabinet Office, Government of Japan, 2015; Headquarters for Earthquake Research
Promotion, 2017). In these cities, there are many densely built-up wooden residential areas, which consist of
many wooden houses and narrow street networks, with high risk of devastating property damage (such as
building-collapse, street-blockage by rubbles of collapsed buildings, and fire-spread) and human damage at the
time of a large earthquake. Therefore, it is highly necessary to convert wooden houses with insufficient quake-
[fire-resistant performance into quake-/fire-resistant buildings (such as reinforced concrete structure, steel-frame
structure, etc.).

There are some previous studies that focus on conversion of building structures or materials to an incombustible
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state. For instance, Osaragi (2004) proposed a statistical model that can evaluate characteristics of buildings and
location, which affect the life span of buildings. Also, a model for evaluating the speed of conversion to an
incombustible-city state was developed, and simulations of conversion of buildings for 30 years were executed
by using actual data taken from the densely built-up areas (Osaragi, 2005). On the basis of the simulation results,
the author suggested that effective planning (e.g., providing subsidies) was necessary for promoting conversion
of buildings structures into an incombustible state. Furthermore, the effect and efficiency on promoting the
incombustibility of residential areas by applying some urban regulations (such as changing building-use
regulation designated in each area, increasing floor-area ratio of buildings, etc.) were evaluated by simulating
the time-series changes of building structure (Osaragi, 2013). The proposed models of conversion of buildings
in urban areas are detailed, therefore, the results in these studies are meaningful for understanding the
mechanism of conversion of buildings and for considering disaster prevention/mitigation planning. However,
the impact of the conversion on human activities such as wide-area evacuation and travel of emergency vehicles
was not analyzed in these studies. In other words, on the basis of the simulation results in these studies, it is
difficult to realize whether the specific measures regarding conversion of buildings are sufficiently effective or
not for the improvement of human activities in the event of a large earthquake.

Other studies attempt to quantify the effects on reducing property or human damage due to the specific natural
disaster by converting towns. For instance, Kuwasawa and Katada (2008) and Ito et al. (2015) developed the
simulation models which described street-blockage by rubbles of collapsed buildings and the evacuation
behavior from tsunami immediately after a large earthquake occurred. Using the models, the authors estimated
the number of casualties/survivors or the time required for completing evacuation in case that the ratio of quake-
resistant buildings increased. Also, Oki and Osaragi (2016) constructed the simulation model which described
wide-area evacuation from fire-spread after a major earthquake occurred, and evaluated the actual project to
improve buildings and streets implemented in the past based on the estimated number of people with difficulty
in wide-area evacuation. Additionally, as an example of applying the simulation model to urban disaster
mitigation planning, the authors demonstrated the effects of adding new evacuation routes between two
intersections of streets with narrow width and long distance. These studies are suggestive for considering the
relationship between the improvement of disaster vulnerability of towns and the decrease of human damage in
disaster prevention/mitigation planning. However, in these studies, only few indices related to wide-area
evacuation in human activities were used for evaluating the effects. Moreover, the difference of the effects
among multiple areas with different urban characteristics was not sufficiently considered.

In this paper, we develop a simulation model, which accounts for property damage (such as building-collapse
and street-blockage), wide-area evacuation activity, and fire-brigade’s activity right after a large earthquake hits.
Using the integrated simulation model, we analytically evaluate the impact of converting low quake-resistant old
buildings to quake-resistant ones in terms not only of wide-area evacuation but also of fire-brigade accessibility.
More specifically, we estimate the travel time required for evacuation, the number of evacuees trapped on
streets (or in city blocks), and the access time of fire-brigades to fire origins. Additionally, in order to
understand the relationship between urban characteristics and effects of converting low quake-resistant
buildings, the simulations are executed under the assumption of different ratios of quake-resistant buildings in
multiple study areas with a different degree of the vulnerability to earthquake.

Hereafter, a “quake-resistant building” indicates the one built in 1981 or later based on the new building codes,
which prescribe that a new building must be constructed with the quake-resistant performance so as to prevent it
from the collapse even by an earthquake of rare severity. In the 1995 Great Hanshin-Awaji Earthquake, the ratio
of collapsed buildings was much less in the buildings based on the new building codes than in the others (Murao
and Yamazaki, 2000).

OVERVIEW OF SIMULATION MODEL

Figure 1 indicates the overview of analytical procedure in this paper. Firstly, we mention how to estimate the
structure and built year for each building. Next, the models which describe the conversion to a quake-resistant
building, property damage (i.e., building-collapse and street-blockage), wide-area evacuation behavior, and the
activities of fire-brigade are shown. Subsequently, we implement the simulations of wide-area evacuation and
fire-brigade activity separately, and attempt to quantify the effects of conversion to quake-resistant buildings in
terms of these activities.
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Figure 1. Overview of Analytical Procedure in This Paper
Building Data

We used the building dataset based on the present situation survey on land/building use in 2011 published by
Tokyo Metropolitan Government. This dataset includes the GIS data on all the buildings in Tokyo
(approximately 2.8 million buildings), and we can obtain the information on shape and attributes (such as
building use, number of floor, fireproof performance, chome [traditional Japanese address unit], etc.) of
buildings. However, there are no information on the structure (wooden / reinforced concrete / steel) and built
year of each building, which are necessary for building-collapse simulation. Therefore, we estimated them by
using not only the present situation survey data in 2011 but also the 7th Community Earthquake Risk
Assessment Study (TMG, 2013) according to the following procedure:

(1) Structure: (a) The buildings, which were categorized as “naked-wooden building” or “fireproof building” in
the present situation survey data, were determined as “wooden” buildings; (b) The composition ratio of
buildings was calculated by the cross-tabulation of three variables (chome / number of floors [Lto 3/4to7/8
or more] / structure) according to the 7th Community Earthquake Risk Assessment Study; (c) Each semi-fire-
resistant building was probabilistically categorized as “wooden”, “reinforced concrete”, or “steel” according to
the composition ratio mentioned in (b); (d) Similarly, each fire-resistant building was probabilistically

categorized as “reinforced concrete” or “steel”.

(2) Built year: We calculated the composition ratio by the cross-tabulation of five variables (chome / fireproof
performance / number of floors / structure / built year) according to the 7th Community Earthquake Risk
Assessment Study, and estimated the built year range [1970 and before / 1971 to 1980 / 1981 to 1990 / 1991 to
2000 /2001 and later] of each building as well as the structure.

Conversion to Quake-Resistant Building

Firstly, we estimated the trend of conversion to quake-resistant buildings. More concretely, we estimated the
ratio of conversion by building age (elapsed year since a building was built) and the transition matrix for
estimating structure after conversion based on the present situation observation data (as of 2001 and 2006) for
land/building use in Setagaya Ward, Tokyo. Comparing the data for two different year (2001 and 2006) from the
viewpoint of both the shape and the attribute of building, we determined whether each building had been
converted in five years. Figure 2 shows the relationship between the ratio of conversion and building age. We
considered that the ratio of conversion was independent of building’s structure because of estimation stability.
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The graph indicates that the ratio of conversion increases by 0.05% every year since a building was built.
Additionally, we constructed the transition matrix for estimating structure after conversion (Table 1). The matrix
was estimated by using the cases where the structure of building before/after conversion could be known.

In the simulation, we prepared the data on conversion to quake-resistant buildings for each year/case as follows:
(1) Estimating probabilistically whether each building is converted or not in the specific year based on the ratio
of conversion by building age (Figure 2); (2) Estimating the structure after conversion for each building by
using the transition matrix (Table 1).

1.6% - - Table 1. Transition Matrix for Estimating
g 1am| Y000 D003 Structure after Conversion
o 1.2%
‘g’;g’/’ Before / After [%] W RC S Total
“5;0_6% Wooden 67.8 157 165 100
2 04%|  *ay Reinforced Concrete  36.0 51.7 12.4 100
égz; Steel 39.8 349 254 100
o 5 10 15 20 25|  Total 56.4 247 189 100
Building Age [Year]

Figure 2. Ratio of Conversion by Building Age

Building-Collapse and Street-Blockage

The property damage models, which consist of the building-collapse model and the street-blockage model, were
constructed with reference to Hirokawa and Osaragi (2016).

Peak Ground Velocity (PGV) is one of the input data to the building-collapse simulation. The velocity for
buildings in each grid (50m square / 250m square) can be estimated by using the surface-ground response model
considering both the decay effect by distance from the earthquake center and the amplification effect by
characteristics of subsurface ground. However, in this paper, we fixed the PGV to a certain value (66 cm/sec or
80 cm/sec) in the whole study area in order to clarify the influence of composition of buildings and streets
excluding the surface-ground response.

For estimating whether each building completely collapsed or not, we used the collapse probability model
according to the building’s structural material (wooden / RC / steel) and built year. The model was originally
proposed by Murao and Yamazaki (2000) based on the survey report of building damage by the Hyogo-ken
Nambu Earthquake (or the Great Hanshin-Awaji Earthquake) in 1995, and later improved by adding the data in
Niigata-ken Chuetsu-oki Earthquake in 2007 (TMG, 2013).

|n(PG§V)—/1]

Here, 1 and ¢ are the average and standard deviation of In(x), respectively; they vary according to the structural
material, built year, and degree of damage. ®(x) indicates the cumulative function of standard normal
distribution, and Pg(x) is the probability that a building is completely destroyed by an earthquake over a certain
level (x = PGV). We estimated building-collapses based on uniform random numbers and the collapse
probability.

PR(PGV)=cD£

Based on the result of building-collapse estimation, we determined whether each street was blocked or not, by
using the street-blockage model proposed by MLIT (2003). In this model, the probability fi(W) that a street-
blockage would occur as the result of collapse of a single building i along the street with a width of W [m]
(considering the average setback distance) is expressed as follows:

2.58P%" 1 0.210F** + 4.90A"

area

f,(W) =D (1.1753A—0.0514)x exp( W j
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Here, D¢ is the building condition (1: collapsed, 0: not collapsed); A is the building coverage ratio; Parea is the
average ratio of completely collapsed buildings in the block where the building is located; F is the number of
floors; and G is the group of buildings along the street. Therefore, the probability P,(W) that a street-blockage
would occur can be formulated as follows:

R(W)=1-TT(2-f(W))
ieG
The minimum passable width, which was calculated on the basis of Py(W), was set to: 3 m for fire engines; 1 m
for evacuees; and 0 m for firefighters.

Wide-Area Evacuation Behavior (Figure 3(c))
We assumed the rule of evacuation behavior as follows:

Start evacuation: People inside buildings start evacuating (travelling) as the time has elapsed after an
earthquake occurs base on Poisson distribution (Figure 3(a)). By contrast, pedestrians start evacuating
(travelling) immediately after an earthquake occurs.

Destination of evacuation: It is considered that evacuees can travel to an evacuation area more safely when
they pass through wide streets as long as possible. Such wide streets have a low possibility of blockage by
rubbles of collapsed buildings and work as firebreak belts. Therefore, in this paper, we assumed that people
travel to national/prefectural roads with a width of 8 m or more, and considered that they complete evacuating
when arriving at any of intersections on the roads.

Route choice: Evacuees select the route to their own destination so that the total value of L/W (length divided
by width for each street-link) is minimized in order to enhance a possibility of using wide streets.

Street-blockage and evacuation behavior: Firstly, evacuees do not have any information on the number and
spatial distribution of street-blockage. They memorize the situation of blockage on the street connected to the
intersection they passed. When an evacuee encounter a street-blockage and cannot use the evacuation route,
he/she searches another evacuation route considering the situation of street-blockage in the whole area that
he/she has already grasped. At the same time, the number of street-blockage that he/she encounters is updated. If
an evacuee cannot reach any intersections on all the target streets (national/prefectural roads with a width of 8 m
or more) due to street-blockage, he/she is considered as “a person with difficulty in wide-area evacuation (a
person trapped on a street / in a block)”.

Walking speed: It is considered to be a function of evacuees’ density (Figure 3(b)) on each street-link (not
faster than 4 km/h).

The location of each evacuee at an earthquake occurrence time is set in a building or on a street intersection,
which is, for instance, estimated based on the data of the person-trip survey referring to the method proposed by
Osaragi and Hoshino (2012).

Activity of Fire-Brigade (Figure 3(c))

When a fire-brigade leaves a fire station, it firstly travels to any water source by a fire engine. After arriving at a
water source, firefighters get off the fire engine and run to the fire origin (building). Namely, we estimated the
time required for travelling from a fire station to a fire origin. Here, the cases where a fire-brigade could not
reach a fire origin due to street-blockage were excluded in the calculation of the travel time.

All fire-hydrants were assumed to be unavailable because the water supply was cut off due to earthquake. Also,
we assumed that a fire-brigade moved toward the water source (excluding fire-hydrants) so that the expected
travel time, which was defined as the sum of T; (the time distance from the current location of the fire-engine to
a water source) and T (the Euclidean distance from a water source to a fire origin divided by 167 [m/minute]),
could be minimized.

The influence on the activity of fire-brigades by street-blockage was considered to be basically same as the case
of evacuees. The difference was that fire-brigades were assumed to spend 30 seconds for restarting the travel
after encountering a street-blockage. The travel speed was assumed as shown in Table 2.
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Table 2. Travel Speed
Attribute Travel Speed
Firefighter 167 [m/minute] (= 10 km/h)

Fire-engine on urgent transportation road
Fire-engine on street with a width of more than 6 m
Fire-engine on street with a width of 6 m or less

Speed limit of the road
0.8 times of speed limit of the road
0.5 times of speed limit of the road

x : Elapsed time from
earthquake-occurrence[hour]

(a) Timing of Start Evacuation for People
inside Buildings (Oki & Osaragi, 2016)
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(b) Walking Speed (Oki & Osaragi, 2016)

o

oO=_2NWArO
/

v : Walking speed

Y Goal of evacuation
on major streets
M Collapsed Building
== Blocked Street
Building in Study Area | 2™
Y% Target Fire Station
[J Water Source
(excluding fire hydrants)

(c) Examples of Wide-Area Evacuation and Fire-Brigade Activities

Encounter
« | _Street-Blockage &
g | Search Another Route

Figure 3. Wide-Area Evacuation Behavior and Fire-Brigade Activity

EVALUATION OF CONVERSION TO QUAKE-RESISTANT BUILDINGS IN TERMS OF WIDE-AREA

EVACUATION

Study Area and Assumptions in Simulation

We extracted multiple study areas from densely built-up wooden residential areas in Tokyo (Table 3). Many
national/prefectural roads form a mesh, and all of the study areas are surrounded by such major roads with a
wide width. Sumida A, Sumida B, and Arakawa are located in the eastern part of Tokyo 23 Wards. According to
the 7th Community Earthquake Risk Assessment Study (TMG, 2013), these areas have high risk of building-
collapse in a large earthquake (Figure 4, upper left-hand panel). Also, most streets inside each study area are
extremely narrow (Figure 4). By contrast, Suginami and Shinagawa are located in the western part and southern
part of Tokyo 23 Wards, respectively. Although the width of streets inside each study area is narrow as well as
the other areas, the risk of building-collapse in a large earthquake is comparatively low (Figure 4).

In the simulation, the evacuees are considered to succeed in evacuating when they arrive at any of intersections
(indicated by star in Figure 4) on major roads. The numbers of buildings, street-link, and people in each study
area are shown in Table 3. We prepared 100 cases of property damage (building-collapse and street-blockage)
estimated by the property damage model, and carried out one trial for each case.
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Table 3. Profile of Study Areas (Wide-Area Evacuation)

Sumida A  SumidaB Arakawa  Suginami  Shinagawa Total
Constituent ~ Sumida Yahiro Arakawa Koenji- Nakanobu 1 -6
Chome 1-5 1-5 5-6 minami Nishi-nakanobu 1 — 3

Higashi- Higashi- Higashi- 2-4 Higashi-nakanobu 1 — 2

mukoujima  mukoujima  ogu Asagaya-  Hatanodai 2 — 5

4-5 6 1-3 minami Kita-magome 1 — 2

1-2 Kami-ikedai 1

Num. of 6,713 5,851 4,931 6,300 9,799 33,594
Buildings
Num. of 1,359 1,096 1,123 1,423 2,237 7,238
Street-link
Num. of 16,269 14,336 11,091 22,035 26,321 90,052
People (*)
Area [km?]  1.63 1.04 0.77 1.37 1.76 6.57

*) We took into account people inside buildings and pedestrians at 6:00 pm on a weekday, which was estimated on the basis of the person-
trip survey conducted in Tokyo Metropolitan Area in 2008. Other people (such as railway passengers, automobile users, etc.) were excluded
because we focused on the people’s evacuation behavior to major roads from small residential areas surrounded by the roads.

== Study area

— Ward

<Earthquake Risk

in the 7th Community
Earthquake Risk
Assessment Study>
M 5 (High)

Yt Goal of evacuation
on major streets

<Street Width>

6m--
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=12 m--
=16 m--
=20 m --

Figure 4. Study Areas for Wide-Area Evacuation Simulation
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Change in Ratios of Quake-Resistant Buildings and Property Damage over the Year

Figure 5 shows the change in the ratio of quake-resistant buildings up to 30 years later (based on 2011). As time
passes, the number of old buildings, which have high potential of conversion as shown in Figure 2, decreases.
Therefore, the increase rate of quake-resistant buildings also gradually decreases. After 30 years, the ratio of
quake-resistant buildings becomes more than 80% in most areas, and the difference of the ratio between Sumida
A (the lowest ratio) and Suginami (the highest ratio) is reduced by half.

The change in the average ratio of collapsed buildings up to 30 years later is shown in Figure 6. The average
ratio of collapsed buildings is much higher in Sumida A, Sumida B, and Arakawa than in the other areas
because the ratio of older wooden buildings is higher in these three areas. As a result of conversion, the average
ratio of collapsed buildings in these three areas can be reduced to about 10%. We can see the same trend in the
average ratio of blocked streets (Figure 7). However, it is noteworthy that the ratio of blocked streets for
pedestrians (passable width is 1 m or more) in Arakawa is nearly the same ratio as Suginami and Shinagawa
(not Sumida A and Sumida B). This is because there are comparatively more streets with a width of more than 4
m in Arakawa.
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Figure 5. Ratio of Quake-Resistant Buildings Figure 6. Percentage of Collapsed Buildings
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Percentage of blocked streets
Percentage of blocked streets

Figure 7. Percentage of Blocked Streets (Left-hand: streets where vehicles cannot pass; Right-hand: streets where
both vehicles and pedestrians cannot pass)

Result of Wide-Area Evacuation Simulation

Time/Distance for Arriving at Major Streets

Figure 8 and Figure 9 show the average time and distance of evacuees required for arriving at major streets
(hereafter, the results are based on the average values for 100 cases of property damage). The time and distance
in the case where no street-blockage occur are indicated by broken lines. The difference of time (distance)
between the cases with/without street-blockage is bigger in Sumida A and Shinagawa than in the other areas.
The reason is that these two areas are comparatively larger, and therefore, the influence on making a detour in
evacuation by street-blockage is also larger. On the other hand, the effects on reducing the difference by
conversion of non-quake-resistant buildings are greater in these two areas.
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Number of Evacuees Trapped on Streets / in Blocks

We estimated the average number of evacuees trapped on streets (or in blocks) due to street-blockage based on
the simulation result (Figure 10). In 2011 (year 0), around 2,000 evacuees are trapped in Sumida A and Sumida
B, respectively. Additionally, there are more than 1,000 evacuees trapped on streets (or in blocks) in Shinagawa,
where the average ratio of blocked streets is comparatively low in study areas. For easily comparing the results
among the study areas, we calculated the ratio of the number of evacuees trapped on streets (or in blocks),
divided by total number of people in each area (Figure 11). The magnitude relation of the ratio among five areas
corresponds to that of the ratio of blocked streets (Figure 7). After 30 years pass, the number of evacuees
trapped on streets (or in blocks) can be reduced by less than half in these three areas.
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Figure 10. Number of Evacuees Trapped on Streets (or Figure 11. Ratio of Evacuees Trapped on Streets (or in
in Blocks) Blocks) in All Evacuees

Number of Encountering Blocked Streets on Evacuation Route

Figure 12 shows the composition ratio in all evacuees by the number of encountering blocked streets on their
evacuation route. The ratio of evacuees who encounter blocked streets on their evacuation route at least once
decreases by about 10 points after 30 years pass.

Combining the above results, it can be said that the effects of the conversion of non-quake-resistant buildings to
quake-resistant ones are not significant from the viewpoint of shortening time and distance for arriving at major
streets (Figure 8 and Figure 9). By contrast, the conversion is especially effective in the areas (such as Sumida A
and Sumida B) with high risk of street-blockage for reducing the ratio of evacuees trapped on streets (or in
blocks) compared with the other areas (Figure 11), which contributes to the reduction of human casualties due to
urban fire spread. However, it is noteworthy that the degree of change in all the indices related to wide-area
evacuation (Figure 8 to Figure 12) is not yet sufficient even after 30 years pass and much smaller than that in
quake-resistant buildings (Figure 5). The results suggest that the conversion of non-quake-resistant buildings is
not always directly linked to the reduction of wide-area evacuation difficulty. This is because the conversion of
non-quake-resistant buildings is assumed to be proceeded in random order though street-blockage depends on

CoRe Paper — Analytical Modeling and Simulation
Proceedings of the 14th ISCRAM Conference — Albi, France, May 2017
Tina Comes, Frédérick Bénaben, Chihab Hanachi, Matthieu Lauras, Aurélie Montarnal, eds. 33



Oki et al. Evaluation of conversion to quake-resistant buildings

the collapse/non-collapse of all buildings along the street. Our future work will cover analyzing the influence of
the order of conversion.
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Figure 12. Number of Encountering Blocked Streets on
Their Evacuation Route

EVALUATION OF CONVERSION TO QUAKE-RESISTANT BUILDINGS IN TERMS OF FIRE-BRIGADE
ACCESSIBILITY

Study Area and Assumptions in Simulation

In this section, we extracted four areas with vulnerable characteristics of streets (such as narrow width,
complicated street network, many dead-end streets, etc.) based on the priority development districts (TMG,
2016) and the 7th Community Earthquake Risk Assessment Study (TMG, 2013). Additionally, another three
areas with comparatively good characteristics of streets were selected for comparison. The attributes and spatial
distribution of these seven areas (1) to (7) are shown in Table 4, Figure 13, and Figure 14. We can also see the
spatial distribution of fire stations (starting points of fire-brigades in simulation) and streets in these figures. In
some cases, fire stations are located outside the study area. Therefore, fire-brigades were assumed to move to
fire origins (burning buildings) by using the streets not only inside each study area but also inside the extended
area (within the range of 1.0 km from the perimeter of each study area).

We prepared 500 cases of property damage (building-collapse and street-blockage) estimated by the property
damage model in the previous section. The peak ground velocity (PGV) was fixed to 66 [cm/sec]. Herein, for
each case, the structure and built year of each building in study areas (hereafter, including the extended areas)
were estimated by the procedures mentioned above, and buildings to be converted were randomly extracted
from non-quake-resistant buildings. The number of buildings to be converted was determined so that the ratio of
quake-resistant buildings in the study area was equal to a certain percentage (from 55% to 100% in increments
of 5%: totally 10 steps). Thus, we carried out 5,000 trials (= 500 cases of property damage by 10 steps of the
ratio of quake-resistant buildings).
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Table 4. Profile of Study Areas (Accessibility of Fire-Brigade)

Area with Area with Comparatively
Vulnerable Characteristics of Streets Good Characteristics of Streets
Area No. Q) (2) (3) 4) (5) (6) @)
Ward Shinagawa Suginami  Arakawa Sumida Ota Sumida Sumida &
Koto
Fire station Ebara Suginami  Arakawa Mukoujima | Ichinokura Honjo Midori*
in study area | Togoshi Mabashi  Ogu Tachibana | Kugahara  Higashi- Morishita*
Hatanodai  Koenji Shimo-ogu Yaguchi komagata (Hamacho*)
(Tabata™) Shimo- (Asakusa™)
maruko
Nishi-
kamata
Area [km?] 141 0.85 0.77 1.04 1.30 0.74 111
Daytime 25,143 18,776 13,841 17,786 22,580 14,979 24,057
population (17,886) (22,056)  (17,951) (17,156) (17,407) (20,346) (21,749)
[person]
([person/km?])
Nighttime 35,917 19,017 19,489 21,996 29,693 13,830 25,750
population (25,550) (22,339)  (25,276) (21,217) (22,891) (18,785) (23,280)
[person]
([person/km?])
Daytime/ 0.70 0.99 0.71 0.81 0.76 1.08 0.93
Nighttime

*) In principle, firefighters take care of fires only in the ward where their fire station is located. Therefore, we
assumed that: (i) Firefighters belonging to Midori Fire Station and Morishita Fire Station (Area (7)) headed for
the fires which broke out in Sumida Ward and Koto Ward, respectively; (ii) Tabata Fire Station (Area (3)),
Asakusa Fire Station (Area (6)), and Hamacho Fire Station (Area (7)) were excluded from the simulation

because these were located in the different ward from the one where each study area was located.

**) Daytime and nighttime population are based on the National Census in 2010.
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Reducing the Numbers of Collapsed Buildings / Blocked Streets by Promoting Conversion to Quake-
Resistant Buildings

Table 5 shows the ratio of quake-resistant buildings in each area (as of 2011). The ratio is less than 40% in areas
(4) and (6), while more than 50% in areas (2) and (5).

Table 5. Ratio of Quake-Resistant Buildings in Each Area (in 2011)

Area with Vulnerable Area with Comparatively Good

Characteristics of Streets Characteristics of Streets
Area No. Q) 2 3) (4) (5) (6) @)
Built in 1981 or later | 3,718 2,240 2,180 2,022 3,018 1,128 2,010
Built before 1980 4,412 2,012 2,716 3,748 2,640 2,004 2,812
Total 8,130 4,252 4,896 5,770 5,658 3,132 4,822
Ratio of quake- 45.7% 52.7% 44.5% 35.0% 53.3% 36.0% 41.7%
resistant buildings

Figure 15 shows the reduction of the number of collapsed buildings and blocked streets by promoting
conversion to quake-resistant buildings. There is little difference among study areas in the relationship between
the ratio of quake-resistant buildings and the average ratio of collapsed buildings (Figure 15, left-hand panel). In
other words, the ratio of collapsed buildings is nearly the same in the areas with nearly the same ratio of quake-
resistant buildings. By contrast, the average ratio of blocked streets in the areas with vulnerable characteristics
of streets (areas (1) to (4)) is about twice as large as the ratio in the areas with comparatively good
characteristics of streets (areas (5) to (7)) in case of the same ratio of quake-resistant buildings (Figure 15, right-
hand panel).
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Figure 15. Relationships between Ratio of Quake-Resistant Buildings and Percentages of Collapsed Buildings and
Blocked Streets

Access Time to Fires in Normal Times (without Street-Blockage)

As seen in Table 6, there is a big difference in the access time to fires under the condition without street-
blockage according to the size of study area or the location of fire stations. Therefore, hereafter, in order to
easily compare among multiple study areas, a fire origin was randomly extracted from the buildings where the
travel time in case that no street-blockage occur (Figure 16) was 2.0 minutes to 2.5 minutes in each area for each
simulation trial. Among the specific property damage case (with/without street-blockage), the location of a fire
origin was the same and a fire-brigade headed from the same fire station, independent of the ratio of quake-
resistant buildings.
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Table 6. Time Required for Fire-Brigades to Arrive at a Building in Each Area

Area with Vulnerable Area with Comparatively

Characteristics of Streets Good Characteristics of

Streets
All (1) (2) ©) (4) (5) (6) (7)
Num. of buildings 36,660 8,130 4,252 4,896 5,770 5,658 3,132 4,822

Time  Ave. 1:29 1:18 1:38 1:15 1:28 1:45 2:04 1:11
[m:ss] st Dev.  0:35 0:29 0:37 0:28 0:38 0:26 0:24 0:32
Max. 4:07 3:16 3:51 2:47 3:29 3:07 3:25 4:07

*) Each time in this table was calculated on the basis of simulation results for all buildings in the area.

**) In Area (6), the size of the area is small and a fire station (Higashi-komagata) is located nearly at the center
of the area. Therefore, there are originally few buildings where fire-brigades take 2 minutes to 2 minutes 30
seconds in normal times. However, for comparison with the results in the other areas, we analyze the access
time in Area (6) based on the time required only from another fire station (Honjo) (Table 6 and Figure 16(b)).
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Figure 16. Access Time to Fire Origins (in the Case without Street-Blockage)

Shortening Access Time to Fires by Promoting Conversion to Quake-Resistant Buildings

Firstly, we assumed that streets with a width of more than 6 m were never blocked by rubbles of collapsed
buildings in order to evaluate the effects of shortening access time by converting buildings along narrow streets
to quake-resistant ones.

The relationships between the ratio of quake-resistant buildings and access time to fires are shown in Figure 17
(left-hand panel: average value; right-hand panel: maximum value). In the areas with comparatively good
characteristics of streets (areas (5) to (7)), there is a slight improvement in access time because the ratio of
blocked streets is comparatively low (Figure 15, right-hand panel). By contrast, in the other areas (areas (1) to
(4)), the accessibility of fire-brigades is improved as the ratio of quake-resistant buildings increases, and
therefore the average/maximum time required for travelling to fire origins can be greatly shortened. Specifically,
the difference of access time with/without street-blockage is much bigger in Area (2) than in the other areas
because there are few streets with a width of more than 6 m Y. However, the difference becomes significantly
smaller and access time becomes closer to the time in the case with no street-blockages.

These results suggest that the effects of shortening access time to fires are larger in the areas with more
vulnerable characteristics of streets. Considering the possibility that streets with a width of more than 6 m are
blocked, the effects are further remarkable (Figure 18).
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Figure 17. Relationship between Ratio of Quake-Resistant Buildings and Access Time of Fire-Brigade (Not
Considering Blockage of Streets with a Width of More than 6 m)
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Figure 18. Relationship between Ratio of Quake-Resistant Buildings and Access Time of Fire-Brigade (Considering

Blockage of Streets with a Width of More than 6 m)

SUMMARY AND CONCLUSIONS

Conversion of low quake-resistant buildings to quake-resistant ones has been important issue for the reduction
of property and human damage in densely built-up wooden residential areas at the time of a large earthquake.
Aiming at evaluating conversion of such buildings from multiple aspects related to human activities, we
implemented the simulations in multiple study areas by using the models which described conversion to quake-
resistant building, building-collapse, street-blockage, wide-area evacuation behavior, and activities of fire-
brigade. The main results of the simulations can be summarized as follows:

The ratios of collapsed buildings and blocked streets can decrease in all the study areas as the ratio of
quake-resistant buildings increases.

The influence on making a detour in evacuation by street-blockage tends to be larger in wider areas.
Therefore, the effects on reducing the difference of time (or distance) between the cases with/without
street-blockage by conversion of low quake-resistant buildings are greater in such areas.

The magnitude relation of the ratio of evacuees trapped on streets (or in blocks) among the study areas
corresponds to that of the ratio of blocked streets. In other words, the areas where more buildings with low
resistance to earthquake have a higher potential of reducing the ratio of evacuees with the difficulty in
wide-area evacuation.

The effects of shortening access time of fire-brigades to fire origins are larger in the areas with more
vulnerable characteristics of streets (i.e., the areas where almost all streets are narrow).

Using the analytical method proposed in this paper, we can evaluate conversion to quake-resistant buildings in
terms of both wide-area evacuation and fire-brigade accessibility in any area. Additionally, it is possible to

CoRe Paper — Analytical Modeling and Simulation
Proceedings of the 14th ISCRAM Conference — Albi, France, May 2017
Tina Comes, Frédérick Bénaben, Chihab Hanachi, Matthieu Lauras, Aurélie Montarnal, eds. 40



Oki et al. Evaluation of conversion to quake-resistant buildings

provide information for making a decision of more effective and efficient methods of converting buildings. For
instance, the priority of providing subsidies for reconstruction among multiple areas or in the specific area can
be considered based on the quantitative evidence by comparing simulation results under the condition of
different conversion scenarios.

NOTES

1) The graphs of Area (2) in the right-hand panels of Figure 17 and 18 are discontinuous. As described in
Section “Activity of Fire-Brigade”, the cases where a fire-brigade cannot reach a fire origin due to street-
blockage are excluded in the calculation of the access time. Namely, the results in Area (2) suggest that: if the
ratio of quake-resistant buildings increases from 60% to 65%, the possibility that fire-brigades reach the fire
origin increases but they have to make a long detour in critical cases as well.

ACKNOWLEDGMENTS

The authors would like to express sincere thanks to Tokyo Metropolitan Government and Tokyo Fire
Department for their collaborations and for providing a portion of the data used in this paper.

REFERENCES

Cabinet Office, Government of Japan. (2015) Disaster Management in Japan,
http://www.bousai.go.jp/linfo/pdf/saigaipamphlet_je.pdf [accessed Mar. 14, 2017], 15.

Headquarters for Earthquake Research Promotion. (2017) List of Long-Term Evaluation (in Japanese),
http://www.jishin.go.jp/main/choukihyoka/ichiran.pdf [accessed Mar. 14, 2017].

Hirokawa, N. and Osaragi, T. (2016) Earthquake Disaster Simulation System: Integration of Models for
Building Collapse, Road Blockage, and Fire Spread, Journal of Disaster Research (Special Issue on Disaster
and Big Data), 11, 2, 175-187.

Ito, E., Kawase, H., Matsushima, S. and Hatayama, M. (2015) Tsunami Evacuation Simulation Considering
Road Blockade Based on Building Collapse Ratios Evaluated from Predicted Strong Ground Motion (in
Japanese), Journal of Japan Association for Earthquake Engineering, 15(5), 5_17-5 30.

Kuwasawa, N. and Katada, T. (2008) Simulation Analysis on Human Casualty Caused by Earthquake and
Following Tsunami (in Japanese), Journal of Japan Society of Civil Engineers, Ser. D1 (Architecture of
Infrastructure and Environment), 64(3), 380-390.

Ministry of Land, Infrastructure and Transport (MLIT). (2003) Developments of Technology and Evaluation
Index of Disaster Mitigation for Planning Local Areas (in Japanese).

Murao, O. and Yamazaki, H. (2000) Development of Fragility Curves for Buildings Based on Damage Survey
Data of a Local Government after the 1995 Hyogoken-nanbu Earthquake (in Japanese), Journal of Structural
and Construction Engineering, 527, 189-196.

OKi, T. and Osaragi, T. (2016) Wide-Area Evacuation Difficulty in Densely-Built Wooden Residential Areas,
Proceedings of the 13th International Conference on Information Systems for Crisis Response and
Management (ISCRAM 2016).

Osaragi, T. (2004) Factors Leading to Buildings Being Demolished and Probability of Remainder, International
Conference on Safety and Security Engineering, Safety and Security Engineering, WIT Press., Vol. 111, 325-334.

Osaragi, T. (2005) The Life Span of Buildings and the Conversion of Cities to an Incombustible State,
International Conference on Safety and Security Engineering, Safety and Security Engineering, WIT Press.,
Vol. IV, 495-504.

Osaragi, T. and Hoshino, T. (2012) Predicting Spatiotemporal Distribution of Transient Occupants in Urban Areas.
Bridging the Geographic Information Sciences. Heidelberg, Springer International Publishing, 307-325.

Osaragi, T. (2013) Towards an Incombustible City: Building Reconstruction in Potential and Probable
Fireproofing of Urban Lots, Georisk: Assessment and Management of Risk for Engineered Systems and
Geohazards, Springer.

Tokyo Metropolitan Government (TMG). (2013) The Seventh Community Earthquake Risk Assessment Study (in
Japanese), http://www.toshiseibi.metro.tokyo.jp/bosai/chousa 6/download/kikendo.pdf [accessed Sep. 18, 2013].

Tokyo Metropolitan Government (TMG). (2016) Urban Development in Tokyo 2016,
http://www.toshiseibi.metro.tokyo.jp/pamphlet/pdf/udt2016english_1.pdf [accessed Jan. 17, 2017].

CoRe Paper — Analytical Modeling and Simulation
Proceedings of the 14th ISCRAM Conference — Albi, France, May 2017
Tina Comes, Frédérick Bénaben, Chihab Hanachi, Matthieu Lauras, Aurélie Montarnal, eds. 41



Wang et al. Detect and Quantify Hazardous Gas Releases

An Agile Framework for Detecting and
Quantifying Hazardous Gas Releases

Yan Wang
Institute of Public Safety Research,

Hong Huang™
Institute of Public Safety Research,

Department of Engineering Physics,
Tsinghua University, Beijing, China
wangyanl4@mails.tsinghua.edu.cn

Department of Engineering Physics,
Tsinghua University, Beijing, China
hhong@tsinghua.edu.cn

Lida Huang Minyan Han
Institute of Public Safety Research, Beijing Define Technology Co., Ltd,
Department of Engineering Physics, Beijing, China
Tsinghua University, Beijing, China 18610937289@163.com
hld14@mails.tsinghua.edu.cn
Yiwu Qian Boni Su

Hefei Institute for Public Safety Research,
Tsinghua University, Hefei, China
gianyiwu@tsinghua-hf.edu.cn

Institute of Public Safety Research,

Department of Engineering Physics,

Tsinghua University, Beijing, China
subn12@mails.tsinghua.edu.cn

ABSTRACT

In response to the threat of hazardous gas releases to public safety and health, we propose an agile framework
for detecting and quantifying gas emission sources. Emerging techniques like high-precision gas sensors, source
term estimation algorithms and Unmanned Aerial Vehicles are incorporated. The framework takes advantage of
both stationary sensor network method and mobile sensing approach for the detection and quantification of
hazardous gases from fugitive, accidental or deliberate releases. Preliminary results on street-level detection of
urban natural gas leakage is presented. Source term estimation is demonstrated through a synthetic test case, and
is verified using Cramér—Rao bound analysis.

Keywords

Hazardous gas release, mobile sensing, data fusion, leakage detection, source term estimation

INTRODUCTION

The threat of hazardous gas releases to public safety and health is enormous. The causes of hazardous gas
releases include accidental or fugitive emissions related to industries (Gupta, 2002) and deliberate releases due
to terrorist attacks (Yanagisawa et al, 2006).

To facilitate the emergency response for hazardous gas releases, considerable effort has been devoted to
designing leakage detection and localization techniques (Murvay and Silea, 2012; Liu et al., 2015; Zhang et al.,
2015, 2017). Source term estimation (STE) means to infer the location and release rate based on meteorological
observations, sensor measurements and domain knowledge like atmospheric dispersion models (Wang et al.,
2015a; Hutchinson et al., 2017). Now there are mainly four categories of source term estimation methods: direct
method (Bady et al., 2009), optimization method (Ma et al., 2013; Kumar et al., 2016), Bayesian inference
method (Keats et al., 2010; Ristic et al., 2015a; Wang et al., 2017) and nonlinear regression method (Wang et
al., 2015b). The direct method requires high resolution wind and concentration information over the whole
computational domain, which is difficult to satisfy in real world applications. The nonlinear regression method
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requires enormous training data, so its application is limited to those situations where a large number of
atmospheric dispersion experiments or simulation are available. The remaining optimization method and
Bayesian inference method are the most flexible ones because they only require very sparse wind and
concentration measurements. Both optimization method and Bayesian inference method work in an iterative
way, which normally requires enormous runs of a forward atmospheric dispersion model to find the best
estimate of the source parameters.

In recent years, emerging sensor technologies have been coupled with vehicles to measure the methane leakage
under streets and generate maps of natural gas leaks in a faster and cheaper way (Phillips et al., 2013; Jackson et
al., 2014), showing that urban natural gas distribution systems have a very large number of leaks. To better
quantify the situation, many modelling efforts are devoted to the quantification of methane leakage from oil and
gas industry based on either stationary measurement (Foster-Wittig et al., 2015) or mobile sensing approach
(Albertson et al., 2016), which constitutes an important application field of source term estimation techniques.

In this paper, we present an agile framework for detecting and quantifying hazardous gas releases based on
emerging techniques like high-precision gas sensors, source term estimation algorithms and Unmanned Aerial
Vehicles (UAVS). In normal conditions, our gas sensors can explore human settlement to detect and quantify
fugitive gas releases like methane from urban natural gas network; in emergency conditions, our gas sensors can
be deployed agilely to the concerned spot to enhance situation awareness by concentration measurement and
source term estimation. Preliminary results on the street-level detection of urban natural gas leakage is
presented. Source term estimation technique is demonstrated through a synthetic test case, and is verified using
Cramér—Rao bound analysis.

THE OVERALL FRAMEWORK

The gas detection and estimation framework consists of three kinds of sensor nodes (stationary sensors, vehicles
and UAVs) and an advanced data fusion algorithm based on Bayesian inference to estimate the location and
strength of emission sources. An illustration of the workflow of the proposed framework is in Figure 1. Raw
data collection and signal processing are done in sensor nodes equipped with microcontrollers, which will
upload sensor observations to data center through WIFI or GPRS. In data processing stage, sensor observations
are clustered according to their geographic positions given by GPS modules on the sensor nodes. Then anomaly
detection of time series is conducted to catch elevated concentration observations, after which data fusion
algorithms are utilized to estimate the leakage location and emission rate.

Streaming Data ‘ Information Fusion |

Processing

‘ Stationary sensors | ‘ Geographic clustering ‘ ‘ Region partition |

D

| Anomaly detection |

Figure 1. Workflow of the Proposed Framework

We developed three kinds of sensor nodes (stationary sensors, vehicles and UAVSs). Stationary sensors are
normally deployed in those places of high risk like chemical plants or high vulnerability like schools and
hospitals to enable the early detection of hazardous gas releases. The limitation of stationary sensor networks is
that it is infeasible to effectively cover all areas of concern because the emission location due to accidents and
terrorist attacks is unpredictable. To address this issue, vehicles and UAVs are equipped with high-precision gas
sensors and GPS modules to enable fast and large-scale measurement and mapping of gas concentration. In
addition, UAVs can approach very dangerous places where emergency responders cannot enter and is normally
not restricted by the terrain. A prototype stationary sensor node is shown in Figure 2(a). A vehicle equipped
with high-precision methane sensors is shown in Figure 2(b). The multi-rotor UAV product and the multi-
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component gas sensors mounted on it are shown in Figure 2(c) and Figure 2(d), respectively.

(© (d)

Figure 2. Sensor Nodes Development

DATA FUSION ALGORITHMS

Bayesian Inference

Let @ denote the source parameter vector containing source location [X, Yo, Zo] and emission rate Qo. Let z =
[z1, 22, ..., zn] denote the concentration observations of n gas sensors. According to the Bayes’ theorem, the

posterior probability of the parameter vector @ is given by:
_p(zl61)p(@11)
p(zIl)

where | is relevant background information such as meteorological conditions and land use situation,
p(z]6,1) is the likelihood function, p(@]|1) is the prior distribution, p(z|1) is the marginal distribution of

p(@lz1)

the observations and is computed as the integral of p(z|6,1)p(@|1)over €.

Likelihood Function

In Bayesian source term estimation, likelihood function is used to describe the information about the
measurement noise and modelling uncertainties (Kaipio and Somersalo, 2006). Following previous studies
(Keats et al, 2010; Albertson et al, 2016), we adopt the normal distribution as the likelihood function:

0(210)-[Tte 0= o -3 207 0. |

where F, (@) is the prediction of the forward dispersion model at sensor i, 7 is the scale parameter of normal
distribution. The widely used Gaussian plume model is chosen to be the forward dispersion model, which
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predicts the concentration at point (x, y, z) as

1 (y-y,)? 1 (z-1,)° 1 (z2+12,)?
C(e):iexp(__.w). exp __.# +exp __.¥
27Uo o, 2 o, 2 o 2 o
where U is the wind speed, o, and o, are model parameters related to terrain, atmospheric stability and the

downwind distance x- Xo between point (X, y, z) and emission source (Xo, Yo, Zo) (Briggs, 1973). If we consider
the dispersion process and concentration distribution more elaborately (e.g. Efthimiou et al., 2016), we may turn
to more complex forward dispersion models and choose more suitable likelihood functions (Wang et al., 2017).

Prior Distribution

Prior distribution represents the initial guess of source parameters before the fusion of information by Bayesian
source term estimation. According to Sivia and Skilling (2006), complete ignorance for location parameters
[%0, Y0, Zo] is to use a uniform distribution, and that for scale parameters [Qy, T] is to use Jeffreys’ prior:

p(QO“):l/QOI Qo >0
p(z|1)=1/7,7>0

To assign the prior distribution for location parameters, we need do region partition in the area concerned to
form computational domains. In each computational domain, we assume that there is only one emission source,
to which all the measured concentrations are attributed.

Note that reasonable prior information can help regularize the source term estimation problem, leading to faster
convergence and tighter posterior estimates, especially under unfavorable meteorological conditions where the
quality of sensor measurement is not sufficient to provide satisfactory estimates.

Stochastic Sampling

Several stochastic sampling algorithms for calculating the posterior distribution of source parameters are
investigated in previous work (Wang et al., 2015a; Ristic et al., 2017), including Markov chain Monte Carlo,
sequential Monte Carlo (or particle filter) and ensemble Kalman filter. In this paper, a very efficient version of
the sequential Monte Carlo method called regularized particle filter (RPF) (Musso et al., 2001) is adopted. The
pseudocode of the regularized particle filter is given in Algorithm 1, where the variable hop: is the optimal
bandwidth for Gaussian kernel (Musso et al., 2001). A newly proposed minimum-sampling-variance resampling
scheme (Li et al., 2015) is used to alleviate the sample degeneracy problem where large computational effort is
wasted in particles which only have negligible contribution to the estimation of posterior distribution. The
regularization step is used to jitter the resampled particles (improve the sample diversity) to avoid particle
collapse where all the particles occupy the same place in the state space.

Algorithm 1. Regularized Particle Filter (RPF)

Input: prior distribution of the target vector p(@]1), the likelihood function p(z|@, I),

concentration observations z, number of particles N, proposal distribution g;(* |@ =), maximum
iteration number &%

Output: weighted particles representing the posterior distribution:
{000, Wi}, _ _yt=12.T
Sett =10
while t < tax dO
Setn=1
ift=0
Draw N particles {8“*} __ from the prior distribution p(@|1)
Setwl® =1/N 1<i<N
end if
ift =0
whilen < N do
Draw 8* from the proposal distribution g;(+ |8™t~1))
Setn=n+1
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Set B(ﬂ,t) — B*
Setw ™t = p(z|@™H 1
end while
end if

Normalize the weights {w “9} _

.. 2771
if ESS =[S, (W)’ <N
Calculate the empirical covariance matrix Sy, of {@@9,w 0}
Compute Dy such that DyDf = Sy

1=i=N

Resample the particles
fori=1:N

Draw e’ from Gaussian kernel N(0,1)

Set @) = @9 + b, Dy €' /lregularization step
end for

end if
t=t+1
end while

Cramér—Rao Bound

The Cramér—Rao bound (CRB) gives a theoretical lower bound for the covariance matrix (or precision) of any
unbiased estimator, which can serve as a benchmark for evaluating the performance of different algorithms and
setups for estimation purposes. With CRB, the best achievable accuracy of a STE system (including the
selection of forward dispersion models, the placement of sensors, meteorological conditions, data fusion
algorithms, etc.) can be evaluated theoretically even before actually running STE algorithms.

Details of the derivation of Cramér—Rao bound for a simplified Gaussian plume model is given in Ristic et al.
(2015b), a ready-to-use source code based on symbolic computation is also available for calculating the
Cramér—Rao bound for more complex dispersion models (Ristic et al., 2017).

PRELIMINARY RESULTS AND DISCUSSION

Field Measurement

We use the street-level detection of urban natural gas network leakage as an example. The concentration
distribution along the driving path is shown in Figure 3. The maximum observed concentration is only 12.42
ppm. In addition, the observed elevated concentration is very sparse and is shown in Figure 4.

B %

£, 0389 1242 - .

Figure 3. Concentration Distribution of Methane Along the Driving Path (ppm)
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Figure 4. Sparse Elevated Values of Methane Concentration Along the Driving Path

This mobile sensing approach enables large-scale gas-concentration mapping, which can enhance our
knowledge and understandings of urban natural gas leakage. However, estimating the leakage rate and location
of urban buried natural gas networks based on this kind of street-level methane mapping proved to be a very
challenging task (von Fischer et al., 2013a, 2013b; Burba et al., 2016). We are still working on the meaningful
interpretation of these methane maps and sparse elevated concentration observations.

Leakage Quantification

To demonstrate the source term estimation functionality, we assume that a leakage is already detected by a
sensor array shown in Figure 5. Now the task is to estimate the leakage location and emission rate. The true
value of the target source parameter vector 8 = [Xo, Yo, Zo, Qo] is [0 m,10 m,8 m,20 g/s]. The average
wind speed is 3.5 m/s. The atmospheric stability class is D, which corresponds to neutral conditions. For
simplicity, Gaussian distribution is chosen to be the prior distribution, where the mean value is zero and the
standard deviation for each variable is given in Table 1 as the prior uncertainty. As can be seen in Table 1, the
point estimate given by the mean value of the posterior distribution agrees well with the true values of the
source parameters. The estimation precision demonstrated by the posterior uncertainty is approaching the best
achievable accuracy given by Cramér—Rao bound, showing that the data fusion algorithm is effective.

(=) Contours
100y * Sensors
+ Source
501

E
— *
> 0

-50

-100 | L 1 L T
0 100 200 300 400
x/m

Figure 5. Schematics of the Experiment Setup and Contours of the Concentration on the Ground Level by
Gaussian Plume Model (g/m?)
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Table 1. Results of Source Term Estimation and Best Achievable Accuracy Given by Cramér—Rao

Bound
. . Prior Posterior Best achievable
Point estimate . .
uncertainty uncertainty accuracy
Xo -0.050 500 0.900 0.742
Yo 10.022 500 0.114 0.106
20 8.004 3 0.100 0.088
Qo 20.000 3 0.431 0.458

CONSLUSIONS AND FUTURE WORK

In this paper, an agile framework for detecting and quantifying gas emission sources is proposed, which
incorporates stationary sensor networks, vehicles and UAVs equipped with gas sensors, and data fusion
algorithms based on Bayesian inference. The mobile sensing approach based on vehicles is applied to street
level measurement of methane leakage from urban buried natural gas network. The source term estimation
technique is applied to a simulated test case and is verified by theoretical analysis using Cramér—Rao bound.
Preliminary results prove the effectiveness of the street-level mobile sensing approach and leakage
quantification algorithms.

The proposed framework can enhance the flexibility and agility of hazardous gas detection and quantification.
Future work will be devoted to conducting field experiments to better test the performance of the proposed
framework. Also, autonomous search strategies of UAVs for hazardous gas releases will be investigated to build
a more intelligent system.
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ABSTRACT

Earthquakes can cause significant disruption and devastation to populations of communities. Thus, in the event
of an earthquake, it is necessary to have the right number of disaster shelters, with the appropriate capacity, in
the right location in order to accommodate local communities. Mathematical models, allied with suitable
optimization algorithms, have been used to determine the locations at which to construct disaster shelters and
allocate the population to them. This paper compares the use of two optimization algorithms, namely a genetic
algorithm and a modified particle swarm optimization, both of which have advantages and disadvantages when
solving the disaster shelter location-allocation problem.

Keywords

Earthquake shelter location-allocation, multi-objective optimization, GA, MPSO.

INTRODUCTION

Natural disasters, such as floods, earthquakes and hurricanes, can result in significant losses in human life, along
with serious injuries to people, as well as damage and disruption accounting for significant economic losses
(EM-DAT, 2016). Natural disasters caused 23880 deaths in 2015 and 6860 deaths in 2016 (EM-DAT,2016).
According to EM-DAT (2016), from 2000-2016, there has been 714654 deaths caused by earthquakes, 92191
deaths by floods, and 192748 deaths by storms, which indicates that natural disasters, in particular earthquakes,
have a significant cost in terms of loss of life. In monetary terms, natural catastrophes caused economic losses of
USD 74 billion in 2015 (Swiss Re, 2015) and USD 68 billion in the first half of 2016 (Swiss Re, 2016). In
relation to the Nepal earthquake in 2015, more than 9,000 people lost their lives and an economic loss of more
than USD 6 billion was estimated (Swiss, 2015). Other earthquake events, such as those that occurred in China
in 2008 (Yuan, 2008; Zhang et al. 2010), Japan in 2011 (Norio et al., 2011) and Haiti in 2010 (Bilham, 2011),
have led to loss of life and seriously affected the lives of others.

To reduce the damage caused by earthquakes, many engineering techniques have been proposed to enhance the
resilience of buildings (Chen and Scawthorn, 2002). However, in cases where buildings cannot protect people,
there is a need to ensure there are a sufficient number of disaster shelters, with adequate capacity, situated in
locations that people can reach quickly. Constructing disaster shelters to be used in emergency situations is one
of the most effective methods to help ensure people’s safety. For example, approximately 250,000 people were
housed in emergency shelters after the 2011 earthquake and tsunami in Japan (BBC, 2011), which assisted the
government in rescuing people quickly.

Selecting shelter locations, and establishing how a population can be allocated to these shelters, can provide
assistance to government decision makers. Operations research offers a variety of methods and algorithms that
can be used to solve the earthquake disaster shelter location-allocation problem. The purpose of this paper is to
develop and compare the usage of a genetic algorithm (GA) and modified particle swarm optimiszation (MPSO)
in solving the disaster shelter location and population allocation problem. Thus, the research reported can
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provide evidence and guidance in terms of how future work may be directed in developing a hybrid method, i.e.
one which intelligently uses a GA and MPSO in combination to determine better solutions than is possible if
each method were used independently.

The remainder of this paper is organised as follows. An overview of related work is presented followed by the
mathematical model of the disaster shelter location and population allocation problem allied with two solution
methods, namely a GA and MPSO. To aid the description of the solution methods, an overview of the case
study used in this research is given. Next, some preliminary results using the GA and MPSO are presented,
along with a comparison of their differences, based on real communities and candidate shelters data. Finally, the
paper is concluded and an indication of the direction of future work is given.

RELATED WORK

In relation to construction schemes of disaster shelters, there are different approaches that can be used to select
sites such as spatial analysis of geographical information systems (Gall, 2004; Yamada et al., 2004; Sanyal et al.,
2009) and mathematical models. According to the particular optimization objectives of shelter site selection,
mathematical models can be divided into single-objective models (Sherali et al., 1991; Berman et al., 2002;
Dalal et al., 2007; Gama et al., 2013; Bayram et al., 2015; Kilci et al., 2015), hierarchical models (Chang et al.,
2007; Liu et al., 2009; Li et al., 2012 Li et al., 2011;), and multi-objective models (Huang et al., 2006; Doerner
et al., 2009; Algada Almeida et al., 2009; Saadatseresht et al., 2009; Barzinpour et al., 2014; Rodriguez-
Espindola et al., 2015). Optimization methods, such as GAs, PSO, and simulation annealing (SA), can be used
to solve these mathematical models as most of them are NP-hard problems (Leeuwen et al., 1998) that cannot be
solved using traditional methods such as linear programming (Schrijver, 1998). GAs have been used
successfully to solve the shelter location selection problem. For example, Kongsomsaksakul et al. (2005)
applied a GA to the flood shelter location selection problem with transportation problem, which is a hierarchical
model. Also, Doener et al. (2009) and Hu et al. (2014) proposed their GAs to solve multi-objective models of
hurricane and disaster shelter site selection problems respectively. As one of the most popular algorithms, PSO
is viewed as being simpler than other algorithms as it has fewer parameters and has a simulation process that is
easier to understand leading to its application in many fields (Jin et al., 2007; Shen et al., 2007; Yin et al., 2007;
Ai et al., 2009). Furthermore, PSO has attracted the attention of researchers in using it to solve the shelter site
selection problem (Hu et al., 2012). While research has been carried out using different optimization techniques
and investigating how these perform, there remains a need to analyse and compare the performance of different
algorithms in order to establish their advantages and disadvantages and how they can be combined as a hybrid
algorithm capable of determining improved solutions to the disaster shelter location and population allocation
problem.

MATHEMATICAL MODEL AND OPTIMIZATION METHODS

In this section, a mathematical model for the earthquake shelter location-allocation problem is developed.
Furthermore, two optimization heuristic algorithms, used to solve the aforementioned problem, are described.
To aid the description of the optimization heuristic algorithms, an overview of the case study considered in this
research is presented.

Mathematical model

Many types of models have been proposed to solve the shelter site selection problems, such as the P-median
model (Bayram et al., 2015; Gama et al., 2015), the P-center model (Kilc1 et al., 2015), the covering model
(Dala et al. 2007; Gama, 2013), the hierarchical model (Widener, 2009; Widener, 2011) and the multi-objective
model (Rodriguez-Espindola and Gaytan, 2015). In the preliminary study reported in this paper, a multi-
objective model has been selected; the same as proposed by Zhao et al. (2015). The two objectives are
minimising total shelter area (TSA) (see equation (1)) and minimising total weighted evacuation time (TWET)
(see equation (2)) subject to a capacity constraint (CC) (see equation (3)) and a time constraint (see equation
(4)). Equation (5) expresses that a community can be allocated to only one shelter.

N
f, =min Z:kaSk vk =1,2,......, N 1
k=1
i P
fZZmInZZV_X_XBjk Yk =1,2,....., N Vi=12,..., M )
j=l k=1 Y ik
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where N is the total number of candidate shelters, Y indicates if candidate shelter k is allocated as a shelter (1 if
allocated, 0 if not allocated), S is the area of candidate shelter k, M is the total number of communities, djx is the
length of the shortest path between community j and candidate shelter k, and v; is the evacuation speed of the
people in community j calculated as:

Vj:(ZXpcxvc+(pa_pc)xva+poxvo)xp (6)

where v, Va and v, represent the speed of a community’s children, adults and elderly people as defined by Gates
(2006), and pc, pa, and p, are the proportions of the different categories of people respectively, and p is an
adjustment parameter of the evacuation speed relative to the ordinary speed (set to 1 in this study). Furthermore,
P; is the number of people to be evacuated in community j, Wi is the mean width of the evacuation path from
community j to candidate shelter k, Bjx indicates if candidate shelter k is allocated to community j (1 if allocated,
0 if not allocated; note that all people within a particular community are allocated to the same shelter), L is the
smallest refuge area per capita (1 m?/person (Beijing Municipal Institute of City Planning & Design, 2007)), and
D; is the maximum evacuation distance for the people in community j, which is equal to the product of Tmax;
and vj, with Tmax; being the maximum evacuation time for community j.

Case study

Figure 1 indicates the location of the geographical area considered in the study presented in this paper, namely
Jinzhan, Chaoyang, Beijing, China. More specifically, Figure 1(a) shows the location of Beijing in China and
Figure 1(b) shows the location of Jinzhan within Chaoyang in Beijing.
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Figure 1. Location of Jinzhan, Chaoyang, Beijing, China

Figure 2(a) presents a map of communities, shelters and evacuation path network, which was provided by the
Key Laboratory of Environmental Change and Natural Disaster of Ministry of Education, Beijing Normal
University. Furthermore, Figure 2(a) indicates the locations of 10 candidate shelters and 15 communities that
need to be allocated to the selected shelters. The locations of candidate shelters were determined in
consideration of the requirement that these should be at least a distance of 500m from the earthquake faults (Hu
et al., 2014). In the model presented in this paper, it is assumed that sheltering assets are able to be delivered to
those shelters selected when solving the location-allocation problem. Figure 2(b) shows population data which
was provided by the Beijing Bureau of Civil Affairs. Table 1 indicates the area of each of the 10 candidate
shelters, the number of people in each of the 15 communities and the distance between communities and
shelters.
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Figure 2. Location of communities, shelters, evacuation paths and distribution of population

Table 1. Area of candidate shelters, population of community and distance between communities and candidate
shelters

Candidate shelter index

1 2 3 4 5 6 7 8 9 10
Area(m?)
803385 502342 203617 1114636 232884 236840 741967 157105 357538 112152
Population

1 3848 105754  2920.6 4410.4 3397.1 1565.1 2351.1 3687.6 3691.3 8080.5 1981.5
2 1650 1411.0 8488.5 7679.4 9096.8 9489.1 106474 113205  6626.0 4438.1 11370.7
3 956 1392.9 9112.8 8303.7 8965.4 9885.3 110758 119448  7250.3 2703.3 11799.1
4 5874 3492.6 74515 6642.4 8149.5 8452.1 9610.4 10283.4  5589.0 5841.1 10333.7
5 2157 5600.8 3583.2 2774.1 4455.3 4583.8 5742.1 6415.2 1540.3 5142.3 6465.4
5 6 10937 6170.0 51738 57334 4966.2 5886.1 7076.7 8004.3 3676.7 31475 7800.0
g 7 4251 8158.2 3875.9 4672.0 1576.7 2821.8 4012.3 5271.3 2565.4 5135.7 4735.6
E‘ 8 12858 5375.1 8509.0  8690.2 8082.5 90024  10193.0 113395 70119 25756 10916.3
E 9 868 7501.7 1771.6 2125.1 3275.6 2772.2 3930.5 4603.5 360.6 5389.5 4653.8
S 10 2716 9820.4 1167.3 3151.2 3341.2 2074.2 1989.5 2270.7 2936.2 7491.3 2773.2
11 1276 8902.9 13294 2814.2 2856.1 1589.1 2539.8 3053.7 2018.7 6573.8 3264.3
12 3452 8376.2 627.4 1929.2 3598.1 2664.4 3168.2 3459.3 1492.1 6169.6 3945.5
13 455 1949.2 7778.8 6969.6 8476.7 8779.4 9937.7 10610.7  5916.2 4976.3 10661.0
14 2084 10581.3 22359 4246.3 3435.2 1753.1 1552.8 2918.4 3697.2 8118.6 2104.7
15 4618 4801.5 6798.6 6851.1 6540.3 7460.2 8650.8 9629.1 5231.5 736.5 9374.1

Optimization heuristics

Different approaches can be taken to solve optimization problems involving multiple objectives such as that
considered in this paper, i.e. minimising total shelter area (TSA) and minimising total weighted evacuation time
(TWET). One approach is to convert the multi-objective problem into a single objective problem. This can be
achieved by summing the weighted values of each of the multiple objectives to give a single value. However,
the weight assigned to each objective can be difficult to set due to the lack of prior information on the relative
importance of each one. Thus, this approach can involve performing a sensitivity analysis in which the weights
assigned to each of the multiple objectives are varied. An alternative approach, referred to as Pareto-based
(Pareto, 1896), involves a set of optimal solutions in which, for each solution, no increase can be achieved in
any of the objectives without resulting in a simultaneous decrease in at least one of the remaining objectives.
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In the preliminary work reported in this paper, both approaches have been used and compared. For the weight-
based approach, the objective function, to be minimised, is defined as the sum of the weighted objective value of
TSA and TWET,

f =(axTSA)+(BxTWET) 7)

where o and § are the weight of TSA and TWET respectively. These weights represent the relative importance
of each objective and, thus, each varies between 0 and 1 and they sum to unity.

For the Pareto-based approach, any feasible solution which is non-dominated in terms of the two objectives, i.e.
TSA and TWET, is defined as a solution in the Pareto optimal set.

In this paper, MPSO, which is assisted by a SA algorithm during the search for local optima, and a GA have
been used to solve the earthquake shelter location-allocation problem. Flowcharts of the MPSO and GA are
shown in Figure 3(a) and 3(b) respectively.

start

Select method to obtain newID.
Select method to obtain newlID. if number of runs <3
if number of runs <3 method 1
method 1 > elseil number of runs <5
elseif number of runs <5 method 2
method 2 else
else method 3
method 3

Create initial population randomly

Create initial population randomly ‘
* Caleulate the rank and fitness of each chromosome [
Evaluate each partile and get initial best position and local optimu ‘
m of each particle, neighbor optimum and global optimum .
‘ Select next generation by using roulette wheel approach
Update each particle's position, evaluate each particle's fitness an +
d update local optimum according to feasiblility and SA No Select next generation by using roulette wheel approach No
No *
update neighbor optimum and global optimum Mimic reproduction using crossover
Y
Mimic mutation

maximum number of generation

maximum number of generation

’ Compare result with global optimum of last outside loop |
l obtain global optimum of present loop l

( Output global optimum ) ( Output global optimum )

(a) (b)

Figure 3. Flowcharts of (a) MPSO and (b) GA

Although the MPSO and GA are different in many aspects, both need to generate an initial population, which
traditionally is done randomly. In order to investigate the effect of the initial population on the final ‘optimized’
solutions obtained, three different methods have been used to account for the indexing of the ten shelters to
which the fifteen communities must be allocated. All three methods involve allocating each community, in turn,
to one of the ten candidate shelters providing each allocation does not violate the capacity constraint or time
constraint referred to in relation to equations (3) and (4) respectively. That is, not all communities can be
allocated to every shelter. The number of shelters to which a community can be allocated is summarized in the
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vector {8, 2,2,2,8,5,9,2,9,8, 8,8, 2, 8, 3}, where, for example, community 1 can be allocated to only 8 of
the 10 shelters, community 2 can be allocated to only 2 shelters and so on. Method 1 assigns indices to
candidate shelters, to which a community can be allocated, according to those indicated in Figure 2, then as
communities are allocated to shelters these indices are reset from 1 to the number of remaining potential shelters
to which a community can be allocated. Method 2 assigns indices to candidate shelters according to the time for
a community to reach the possible candidate shelters such that the nearest shelter to the community is given an
index of 1, the next nearest shelter to the community is given an index of 2 and so on. As each community is
allocated to a candidate shelter, indices are reset from 1 to the number of remaining potential shelters to which a
community can be allocated. Method 3 assigns indices to candidate shelters according to the area of each
possible candidate shelter to which a community can be allocated such that the candidate shelter with the
smallest area capable of housing the community is assigned an index 1 and so on. Again, as each community is
allocated to a candidate shelter, indices are reset from 1 to the number of remaining potential shelters to which a
community can be allocated. As an example, taking community 1 which can be allocated to only 8 of the 10
shelters, namely {2, 3, 4, 5, 6, 7, 8, 10}, the indices set according to the three methods are shown in Table 2.

Table 2. Community 1’s candidate shelter indices set according to the three methods

Candidate shelter indices

Original 2 3 4 5 6 7 8 10
Method 1 1 2 3 4 5 6 7 8
Method 2 6 7 5 3 2 8 1 4
Method 3 6 3 8 4 5 7 2 1

The MPSO algorithm used has been described as detailed in the work of Zhao et al. (2015). In the GA that has
been developed, each solution’s chromosome, which corresponds to a location and allocation plan, consists of
fifteen genes, one per community, {g1, g2, ¥s,..., gi5} With each gene represented as a binary number with four
digits. For example, a chromosome could be represented as follows by using Method 1,

{0011, 0001, 0010, 0001, 1000, 0100, 0010, 0001, 0100, 1000, 0001, 0011, 0001, 0111, 0010}.

In this example, the indices of candidate shelters selected to allocate each community are {3, 1, 2, 1, 8, 4, 2, 1, 4,
8,1, 3,1, 7, 2}. Thus, the original indices can be obtained using Table 2, which indicates that community 1 is
allocated to candidate shelter 4, community 2 is allocated to candidate shelter 1, and so on.

At each generation, for each solution’s chromosome, the TSA and TWET objective values are calculated. For
example, consider the five solutions’ chromosomes, C; to Cs, generated, say, using Method 1,

C. ={0111, 0001, 0001, 0010, 0110, 0100, 0111, 0001, 0100, 1000, 0101, 0111, 0001, 0101, 0010}
C.= {0111, 0010, 0010, 0010, 0001, 0101, 0101, 0010, 0111, 0111, 0010, 0100, 0010, 1000, 0011}
Cs;= {0101, 0001, 0001, 0010, 0111, 0100, 1000, 0001, 0101, 0101, 0111, 0110, 0001, 0110, 0011}
C,4= {0100, 0010, 0001, 0001, 0111, 0101, 1001, 0010, 0001, 0101, 1000, 0101, 0010, 0001, 0011}
Cs= {0101, 0010, 0001, 0010, 0010, 0100, 0111, 0010, 0010, 0101, 0100, 0010, 0010, 0101, 0001}

In C1, community 1 is allocated to candidate shelter 8 (using the mapping given in Table 2), communities 2 and
3 are both allocated to candidate shelter 1 since it is capable of housing both communities (using a mapping not
given in this paper), and so on. For the five solutions’ chromosomes shown, the TSA and TWET objective
values are (1542368, 10688895.5), (2103524, 8954749.6), (2296837, 10443330.5), (2402250, 9527582.7) and
(2493715, 9921918.0) respectively. These values of TSA and TWET are obtained using equation 1 and 2
respectively, along with the data presented in Table 1. Based on these values, each solution is ranked according
to how many other solutions in the population dominate it. That is, if a solution is non-dominated, i.e. no other
solution has ‘better’ (lower) values for both TSA and TWET objectives, then it is ranked 1 as it is Pareto-
optimal. From the five example chromosomes shown, it can be seen that C; and C; are non-dominated so have
rank R = 1, Cs and C,4 are dominated by C, so have rank R = 2, and Cs is dominated by C, and C. so has rank R
= 3. Based on these ranks, the fitness of each solution is calculated according to a fitness function

F=(+1-R) ®

where n is the number of solutions in a population and ¥ is a coefficient set to unity in this work. Again

referring to the five example chromosomes shown, the fitness values are 5, 5, 4, 4 and 3 respectively. Based on
fitness values, the next generation is obtained via a roulette wheel approach in which fitter solutions are more
likely to be selected. Also, within the GA, crossover and mutation are used. In relation to the crossover
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operation, based on chromosomes being selected according to a crossover probability, single point crossover has
been selected for use after it was shown, in the problem domain considered in this paper, to outperform two-
point crossover and bitwise crossover. The mutation operation, using a mutation probability, involves
probabilistically selecting chromosomes for mutation then randomly selecting genes in which the four digit
binary number is altered. A sensitivity analysis revealed that for the earthquake shelter location-allocation
problem under consideration, better optimized solutions were obtained using a crossover and mutation
probability of 0.84 and 0.009 respectively.

PRELIMINARY RESULTS AND DISCUSSION

This section presents comparisons of the performance of MPSO and GA, using the three methods to set the
indices of candidate shelters to which the fifteen communities must be allocated. Furthermore, these
comparisons are considered using a Pareto-based approach and then the weight-based approach (converting the
multi-objective problem into a single objective problem) as described in the previous section. In all runs of the
MPSO and GA, the population size and number of generations were both set to 100.

Pareto-based approach

Figure 4 shows the Pareto solutions obtained by the GA (Figure 4(a)) and MPSO (Figure 4(b)) using the three
methods to set the indices of candidate shelters. In Figure 4(a), using the GA, it can be observed that the three
methods result in noticeably different sets of Pareto solutions. Furthermore, the majority of the non-dominated
solutions were obtained using Method 2; however one non-dominated solution, with lower TSA, stems from
Method 3. As shown in Figure 4(b), for MPSO, the spread of Pareto solutions is similar using Methods 2 and 3,
although it is observed that all non-dominated solutions were obtained via Method 2.
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Figure 4. Pareto solutions obtained via the methods for setting candidate shelter indices using (a) GA and (b) MPSO

Figure 5 presents a direct comparison between the results obtained using the GA and MPSO with each of the
three methods to set the indices of candidate shelters. In Figure 5(a), using Method 1, it can be seen that MPSO
and the GA perform better than each other in different regions of the search space. In contrast, MPSO performs
better than the GA using Methods 2 and 3 as shown in Figures 5(b) and 5(c) respectively.
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Figure 5. Pareto solutions obtained by the GA and MPSO using (a) Method 1, (b) Method 2 and (c) Method 3

Based on multiple runs using all three methods, Figure 6(a) presents the ‘best” Pareto solutions obtained from
the GA and MPSO in solving the specific location-allocation problem considered in this paper. In this figure it is
apparent that the Pareto solutions generated by MPSO are better than those generated by the GA. Taking the
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solutions at various locations on the Pareto front marked ‘A’, ‘B’, and ‘C’ in Figure 6(a) as examples, Figure
6(b), (c) and (d) show the location of the candidate shelters selected and an indications of how the fifteen
communities are allocated to them. It is noted that for the three Pareto solutions highlighted, different numbers
of shelters are selected for the fifteen communities to be allocated. Specifically, Pareto solutions ‘A’, ‘B’ and
‘C’ utilize five (numbered 1, 2, 6, 8, 9), three (numbered 1, 8, 9) and two (numbered 8, 9) candidate shelters
respectively. It is observed that for all three Pareto solutions highlighted, candidate shelters 8 and 9 are always
utilized. Indeed, for Pareto solution ‘C’, which corresponds with a low value of TSA and high value of TWET,
only candidate shelters 8 and 9 are utilized. However, for Pareto solution ‘B’, with a greater value of TSA and
lower value of TWET, candidate shelter 1 is also utilized. Also, for Pareto solution ‘A’, with a high value of
TSA and low value of TWET, candidate shelters 2 and 6 are utilized in addition to 1, 8 and 9. Another
observation for all three Pareto solutions highlighted is that communities 1, 5, 6, 7, 9 and 11 are always
allocated to candidate shelter 8 while communities 8 and 15 are always allocated to candidate shelter 9.
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Figure 6. (a) ‘Best’ Pareto solutions obtained using the GA and MPSO and (b) (c) and (d) illustrate the Pareto
‘location-allocation’ solutions corresponding to point A, B and C respectively

The utilized and non-utilized shelter areas associated with the Pareto solutions obtained are presented in Figure
7(a) and (b) for the GA and Figure 7(c) and (d) for MPSO. It can be seen that utilized areas of the selected
shelters are significantly less than the non-utilized areas. Thus, each selected shelter has sufficient room to
house relief workers and volunteers, along with relief assets, and for the evacuees to move around.
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Figure 7. Utilized and non-utilized shelter areas associated with the Pareto solutions for the GA (see (a) and (b)) and
MPSO (see (c) and (d))

Weight-based approach

In converting the multi-objective problem to a single objective problem, weights of 0.5 were assigned to o and 3.
Thus, equation (7) to evaluate the objective function, to be minimized, can be written as

f =(0.5xTSA)+(0.5x TWET) ©)

Figure 8 presents the convergence of the objective function using the GA (Figure 8(a)) and PSO (Figure 8(b))
with the three methods to set the indices of candidate shelters. In Figure 8(a), for the GA, it can be observed that
using Method 1 results in better solution being found than the other two methods. In addition, convergence
using Methods 1 and 2 is similar, both being quicker than Method 3. For MPSO, Figure 8(b) shows that Method
2 leads to better solution than the other two methods. Also, Methods 2 and 3 show similar convergence, both
doing so more quickly than Method 1.
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Figure 8. Convergence of objective function obtained via the methods for setting candidate shelter indices using (a)
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GAand (b) MPSO

Figure 9 presents a direct comparison of the results obtained using MPSO and GA with each of the three
methods to set the indices of candidate shelters. In Figure 9(a) it can be seen that using Method 1, the GA
outperforms MPSO for the majoity of generations (approximately 70). However, beyond approximately 70
generations, the MPSO yields better solutions than the GA. Similar observations can be made using Methods 2
and 3 as shown in Figures 9(b) and 9(c) respectively. The best solution generated by the GA and MPSO, in
terms of the location of the candidate shelters selected and how the fifteen communities are allocated to them,
are shown as Figure 10(a) and Figure 10(b) respectively.
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Figure 10. Best ‘allocation-location’ solutions generated using the (a) GA and (b) MPSO

Comparison of approaches

The Pareto-based and weight-based approaches offer two different ways of solving the multi-objective problem
described in this paper. The Pareto-based approach yields a set of ‘best” (non-dominated) solutions, whereas the
weight-based approach produces a single ‘best’ solution which depends on the weights assigned to each of the
multiple objectives. Consequently, it is not possible to compare the ‘best’ solutions obtained using the two
approaches. However, it is possible to consider an example Pareto solution and compare this with the ‘best’
solution produced via the weight-based approach (with both weights set at 0.5). For example, compare the
Pareto solution marked ‘B’ in Figure 6(a), which is also illustrated in terms of the location of the candidate
shelters selected and how the communities are allocated to them in Figure 6(c), and the MPSO’s weight-based
solution shown in Figure 10(b). The Pareto solution utilized candidate shelters 1, 8 and 9 with a TSA of
1318028 m? (determined from Table 1) and TWET of 8035780 seconds. In contrast, the ‘best’ solution via the
weight-based approach utilized candidate shelters 5, 8, 9 and 10 with a TSA of 859679 m? and TWET of
8287234 seconds. As such, the ‘best’ solution via the weight-based approach is not dominated by the Pareto
solution.
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CONCLUSION

The aim of this paper was to present preliminary work in evaluating the performance of two optimization
heuristics, namely a GA and MPSO, in solving the earthquake disaster shelter location-allocation problem
considered. This preliminary work will support the direction of future work regarding how a hybrid optimization
algorithm, using a GA and MPSO in combination, can be developed to improve solutions to the earthquake
shelter location and allocation problem, which will inform disaster management strategies.

In this paper, a comparison has been undertaken of the performance of a GA and MPSO, using three different
methods to determine the initial population, according to a Pareto-based approach and a weight-based approach.
It was found that all three methods mentioned have advantages and disadvantages and thus it is proposed that an
appropriate direction of the next stage of our research is to combine their use. However, when the weighted
method is used, the convergence process is clear, which highlights that MPSO is better in the early and final
stages of the optimization process; in contrast the GA performs better than MPSO over the majority of
generations between the early and final stages of the optimization process. Although a GA and MPSO have been
compared and the results give some information regarding how to combine them to obtain better optimized
solutions more quickly, the simple GA developed to date requires further work to include aspects such as
niching and elitism. Also, in terms of further work, a number of improvements will be made to the mathematical
model. For example, damage to the shelters and evacuation roads caused by an earthquake will be considered. In
addition, the possibility of evacuees belonging to the same community being divided and allocated to multiple
shelters will be considered. Finally, results generated from this research will be presented to practitioners
involved in managing earthquake disasters, which is viewed as an important aspect of this work.
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ABSTRACT

This paper presents an overview of ongoing research into the implementation of an agent-based model aimed at
providing decision support for the layout design of lecture theatres and human behavioural management in
emergency evacuation. The model enables the spatial layout of lecture theatres to be configured and
incorporates agent behaviours at the basic movement and individual level. In terms of individual behaviours,
agents can be competitive, cooperative, climb obstacles (e.g. seating and desks) and fall down. Two cases are
investigated to evaluate the effects of different exit locations in lecture theatres and competitive behaviour of
agents on evacuation efficiency in multiple scenarios.

Keywords
Emergency evacuation, agent-based modelling and simulation

INTRODUCTION

Emergency situations in which evacuation is necessary can occur in locations with highly dense crowds of
people, which may lead to serious casualties and even fatalities. There are many reported events in which
emergency egress has resulted in injuries to people and loss of lives. For example, 8 students were killed and
another 26 were injured in a stampede in a school stairwell in Hunan province, central China (BBC News, 2009).
In this incident, about 400 students made for one narrow stairway after evening classes when one fell, setting off
the crush. Therefore, emergency evacuation is particularly crucial in emergency and safety management, and in
locations with a capacity for high occupancy.

Preparing and performing field emergency evacuation experiments can be expensive and time consuming with
the consequence that only a few scenarios are able to be considered. Computer simulation is a cost-effective and
safe means to assess egress performance with the ability to consider multiple ‘what-if* scenarios (Chu et al.,
2013; Wagner and Agrawal, 2013). Furthermore, complex human behaviour is difficult to model in emergency
evacuation situations. Agent-based simulation has been used to study crowd evacuation in various situations due
to its ability to replicate and assess human behaviour in evacuation scenarios (Fang et al., 2016; Tan et al., 2014;
Chu et al., 2013; Pan et al., 2006; Wagner and Agrawal, 2014; Wang et al., 2015; Sun and Li, 2013; Xie et al.,
2016). Although agent-based modelling and simulation has been used in current research, there is still a lack of
realistic human behaviours modelled.

The ongoing research reported in this paper aims to develop an agent-based modelling and simulation system,
which provides decision support for both the layout design of lecture theatres and human behavioural
management in emergency evacuation. In terms of novel contribution, the ongoing research provides an agent-
based model that is specifically designed for evacuation modelling from lecture theatres in which a number of
internal obstacles (desks and seats) are located along with a high density of students. Furthermore, the integrated
framework being developed and implemented incorporates realistic human behaviour and enables layout design.
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RELATED WORK

A number of evacuation simulation models has been proposed (Bouzat and Kuperman, 2014; Chu et al., 2013;
Ehtamo et al., 2010; Fang et al., 2016; Joo et al., 2013; Lu et al., 2016; Mesmer and Bloebaum, 2014; Pan, 2006;
Song et al., 2016; Sun and Li, 2013; Tan et al., 2014; Wagner and Agrawal, 2014; Wang et al., 2015; Zheng and
Cheng, 2011; Xie et al., 2016; Xie and Xue, 2011). According to the hierarchical layers of agent behaviour in
evacuation models, these models can be classified into four categories, namely basic movements, individual
behaviour, group behaviour and crowd behaviour.

The first category of models focus primarily on basic evacuation movements such as collision avoidance, exit
detection and exit seeking. The bulk of published models fall within this category and often make assumptions
and simplifications about agent behaviours such as simplifying the evacuation process into the movement of
occupants from their initial positions to the outside of the building without considering behaviours such as
competitive behaviour that may delay evacuation (Kuligowski, 2008). An affordance-based model assumes that
the agent-based simulation framework considers only perception-based action, which implies the ecological
properties of affordance and effectivity, rather than the social factors that might affect decision making (Joo et
al., 2013). Two models mainly concentrate on the spatial aspect of evacuation while high level behaviours are
not taken into account (Wagner and Agrawal, 2014; Tan et al., 2014). Wagner and Agrawal present an agent-
based simulation system for crowd evacuation of concert venues under a fire disaster, which allows for user
definition of the layout and structure of the concert venue (Wagner and Agrawal, 2014). Tan et al. develop a
grid graph-based model where potential escape routes from each node could be analyzed through GIS functions
of network analysis considering both the spatial structure and route capacity (Tan et al., 2014).

Individual behaviours are usually developed in models according to personal state such as (1) competitive (also
referred to as impatient (Helidvaara et al., 2013), defect (Bouzat and Kuperman, 2013) and cooperative (also
known as patient (Helidvaara et al., 2013) or yielding (Xie and Xue, 2011)) behaviour depending on stress level
(Pan 2006, Fang et al. 2016) or bounded rationality (Helidvaara et al., 2013; Zheng and Chen, 2011, Bouzat and
Kuperman, 2014; Song et al. 2016; Xie and Xue, 2011) or panic (Wang et al., 2015) and (2) exit choice where
herding behaviour occurs based on degree of uncertainty (Pan, 2006) or exit choice relying on bounded
rationality (Ehtamo et al., 2009; Mesmer and Bloebaum, 2014). In evacuation modelling, based on game theory,
a number of researchers assume that agents evaluate all the available options and select the one with maximum
utility (Ehtamo et al., 2009; Helidvaara et al., 2013; Mesmer and Bloebaum, 2014; Zheng and Chen, 2011,
Bouzat and Kuperman, 2013; Song et al. 2016; Xie and Xue, 2011). For example, Ehtamo et al. assume that
agents update their game strategies of exit choice based on their best response functions in a myopic manner
(Ehtamo et al., 2009). Mesmer and Bloebaum develop a unique utility function based on energy expenditure for
game strategies of exit alternative selection (Mesmer and Bloebaum, 2014). Four models make an assumption
that each agent has two possible game strategies of play that lead to competitive and cooperative behaviour and
agents adopt the strategy that would give them the highest payoff (Heliévaara et al., 2013; Zheng and Chen,
2011, Bouzat and Kuperman, 2013; Xie and Xue, 2011). Song et al. present game strategies for pedestrians
combined with analyzing the reasons why agents choose to be competitive or cooperate combining with human
emotions such as sympathy. Other researchers suppose that agents will behave in a competitive or cooperative
manner given their level of mental stress (Pan, 2006, Fang et al. 2016) or panic state (Wang et al., 2015).
Herding behaviour principally resulted from uncertainty associated with having insufficient information
regarding what to do, thus resulting in them tending to follow the actions of others (Pan, 2006).

Agent behaviours simplified to individual level without considering group influence lacks realism as in the real
world most people prefer to associate themselves with others in small groups (Xie et al., 2016). Based on Fang’s
work, there are two kinds of groups, namely social groups established by pre-existing relationships and informal
groups established by informal and temporary relationships (Fang et al., 2016). Fang et al. propose that both
groups can have a leader; however the leader-follower model in informal groups is temporary. There are other
models concentrating on the implementation of social group behaviour (Chu et al., 2013; Lu et al., 2016; Xie et
al., 2016). Chu et al. develops three group behaviours, namely group leader following, group member following
and group member seeking (Chu et al., 2013). Lu et al. and Xie et al. both agree that group behaviours include
staying together with group members and backtracking to search for lost group members (Lu et al., 2016; Xie et
al., 2016). Lu et al. assume that the group leader may stop with a probability to wait for the other group
members to return within a period of time (Lu et al., 2016). Xie et al. suppose that it is more reasonable to go
back to search instead of waiting at some fixed position (Xie et al., 2016). In addition, in Xie et al.”’s model,
agents stay closer to socially intimate group members instead of simply moving to the so-called "group center".

At crowd level, agent behaviours are usually influenced by crowd density and velocity around an agent. Chu et
al. use a navigation crowd density parameter to define the maximum crowd density in which agents can choose
to execute individual and group behaviours (Chu et al., 2013). When the surrounding crowd density exceeds the
navigation crowd density, other agents would give access priority to the agent with higher social order (Drury et.
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al., 2009) by allowing the individual agent to pass through; therefore the agent with higher social order can
navigate a congested area more easily. Fang et al. develop besieger-in-crowd behaviour which means an agent
stuck in a slow-moving dense crowd and following the agent directly in front cannot behave competitively
(Fang et al. 2016).

PRELIMINARY AGENT-BASED MODEL

Overview

The agent-based model under development is specifically designed for lecture theatres in which a number of
obstacles (desks and seats) are located along with a high-density of students. The layout of obstacles and
behaviours of students in a lecture theatre may negatively contribute to evacuation efficiency. Therefore, when
modelling emergency evacuation, it is especially important to take into account both spatial layout and agent
behaviours. One aim of this research is to estimate the effect of the internal arrangement and layout of lecture
theatres on evacuation efficiency. Multiple scenarios can be simulated (e.g., wider aisles, additional exits, and so
on). Another aim of the research is to measure the effect of agent behaviours on evacuation efficiency. At the
early stage of the research, agent behaviours have focused on basic movement and individual level. The
individual agent behaviours discussed in this paper are competitive, cooperative, climbing and falling down. In
addition, conflicts between agents caused by competitive behaviour are represented.

Spatial Layout of the Environment

The layout of a lecture theatre is constructed in a grid environment with each cell being capable of multi-
occupancy (up to three agents). The spatial layout of lecture theatres includes desks, seats, aisles, a front area
and a back area. Figure 1 presents an example of the spatial layout of a lecture theatre that has been used in the
preliminary simulations. As shown in Figure 1, there are two exits represented by two abreast cells, two aisles,
desks (coloured green) and seats (coloured yellow). Every cell of an exit is defined as an Exit Cell (EC) whereas
every cell of an aisle is defined as an Aisle Cell (AC). Exits and aisles both can be defined by three parameters:
quantity, width and location. In addition, the width of the front area and back area, number of rows and columns
of desks and seats can be set by the user of the agent-based modelling and simulation system.
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Figure 1. Example Layout of a Lecture Theatre
Agent Behaviour

Basic Movement

In the model, time and space are discrete and an agent can move one or two space steps (one space step means
one cell) at every time step. Most studies on emergency evacuation in square lattices are based on either the von
Neumann neighbourhood (VN) (Joo et al., 2013; Lu et al., 2016; Zheng and Cheng, 2011) or the Moore
neighbourhood (MN) (Wang et al., 2015; Sun and Li, 2013; Helidvaara et al., 2013; Song et al., 2016). Figure
2(a) presents a VN where the agent located in the centre cell can move to its neighbouring 4 cells in a single
time step. Figure 2(b) presents a MN where the agent located in the centre cell can move to its neighbouring 8
cells in a single time step. In real life dense crowds, the number of immediate neighbours is usually closer to 8
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than to 4 (Helidvaara et al. 2013) and thus, the choice of the MN is viewed as a natural choice for the model
presented in this paper when an agent moves one space step in a single time step. However, when an agent
moves two space steps in a single time step, it can move beyond the neighbouring 8 cells of a MN. Therefore,
the MN has been extended to 25 cells where the agent can move to its neighbouring 24 cells in a single time step
as shown in Figure 2(c).

)

(a) Von Neumann Neighbourhood (b) Moore Neighbourhood (c) Extended Moore Neighbourhood
Figure 2. Agent Neighborhood

According to the layout of the lecture theatre and the initial location of agents in the seating area (coloured
yellow in Figure 1), algorithmic steps of each agent’s evacuation process are defined in three stages. Prior to
defining these stages, it is noted that at every time step an agent calculates the distances between itself and
different ECs in order to choose the nearest one. The chosen EC is called the Goal Exit Cell (GEC).

Stage 1: If an agent is located in the seating area, then
If it is in the left area (or right area) (see Figure 1), then move to the aisle to the right (or left).
Else if it is in the middle area (see in Figure 1): (1) the agent determines the closest AC; (2) if
the closest AC and GEC are both on the left side (or right side) of the agent, then it will choose
to move to the left (or right); (3) else the agent determines the AC closest to its GEC and there is
a probability of moving to the closest AC or moving to the AC closest to its GEC. The chosen
AC is called the GAC.

Stage 2: If the agent has left the seating area and is located in an aisle, then it moves along the aisle towards its
GEC. The agent does not always move in a straight line due to the occupancy of surrounding cells.
For example, if the cell in front of the agent is empty, then the agent will move into this cell.
Otherwise, the agent will attempt to move to an AC which is empty.

Stage 3: If the agent has left an aisle, then it moves towards its GEC. At one space step, the Goal Cell (GC) of
the agent will be selected from its MN. Here, the GC is used to refer to the cell that an agent chooses
to move to at each time step. If the GC is closer to the GEC than the cell that the agent currently
occupies, then it will move to the GC; else the agent will stay in the same location.

Individual Behaviour

Competitive behaviour, cooperative behaviour and conflict - In an evacuation situation, as time elapses people’s
stress level is likely to increase. Driven by high levels of mental stress, people will behave in a competitive
manner (Pan 2006, Fang et al. 2016). In this model, a numerical stress level is used with the initial stress level of
all agents being set (the same or different) before a simulation is carried out. At each time step, the stress level
of an agent will increase by a defined quantity. A parameter stress threshold is used which is a boundary
condition that measures the effects of stress (Pan 2006). When agents have a stress level that exceeds their stress
threshold, they will no longer behave cooperatively, rather the agents will exhibit competitive behaviour.

Competitive behaviour is frequently observed in emergency evacuation situations when people compete for
opportunities to evacuate more quickly. In this model, a competitive agent (competitor) executes the following
behaviour rules.
(1) Move to its GC even if the cell is occupied by one agent or two agents.
(2) Move two space steps in one time step providing the movement rules allow; for instance, if the
competitor’s GC at some time step is already occupied by three agents, then it cannot move to its
GC. The extended MN is used here as the movement range of the competitor is 24 cells.
(3) All agents with the same GC in a normal MN are called a group. In such a group, competitors are
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allowed to move before co-operators. However, in a group with more than one competitor, conflicts
between these agents can arise, thus preventing movement. The rules for representing a conflict will
be discussed after cooperative behaviour.

Cooperative behaviour is likely to happen in emergency situations as recent work has proposed that people
perform complex behaviours in emergency evacuation (Challenger et al. 2009, Aguirre et al. 2011, Fang et al.
2016) and they can evacuate in an ordered and cooperative manner not just competitive behaviour (Fang et al.
2016). In this model, a cooperative agent (co-operator) has the following behaviour rules.
(1) Move to its GC only if the cell is empty. If the GC is occupied by one or more agents, the co-
operator will not move in this time step.
(2) Move one space step in one time step when the GC of the agent is empty. Otherwise, do not move
in this time step. The MN is used here since the movement range of a co-operator is 8 cells.
(3) Within a group (as defined previously), co-operators will allow competitors to move first. If all
agents in a group are cooperative, one of them is randomly chosen to move.
(4) When there are agents falling down in a co-operator’s MN, the co-operator will carry out altruistic
behaviour, i.e. the agent will temporarily ignore its GC and head to the falling agent in its MN.

Conflict between competitive agents can arise in evacuation situations. If there are M agents in a group and N of
them are competitors then M — N of them will be co-operators. At a particular time step, the co-operators in a
group do not move whereas each of the competitors has the same probability of moving, Competitor Move
Probability (CMP),

1, CA=0
1/(Nx CA), CA>0

where CA is a measure of a competitors’ Conflict Attitude (0 < CA < 2) (Bouzat and Kuperman, 2014). The
stronger the CA of competitors in a group, the greater the value of CA and the lower the CMP. Equation (1) is
adapted from Bouzat and Kuperman’s equation (Bouzat and Kuperman, 2014), a form of which can be stated as,

1, CA=0
1/(N2 x CA), CA>0

Values of CMP obtained using equation (2) can be too low to reflect the probability of competitors moving in
the scenarios considered in this paper. Thus, equation (1) is more appropriate for this model. When competitors
do not conflict with each other, the value of CA is 0 and one of the competitors is randomly selected to move.
The upper limit of CA is 2 because agents focus more on successful evacuation rather than engaging in conflict
with no end. It is assumed that values of P of all competitors are the same. The Conflict Degree of a Group
(CDG) is the product of N and CA and refers to the competitive degree of the whole group. Equation (1)
demonstrates that at some time step, CMP decreases as N or CA increase. In real evacuation situations, many
people compete for one place and the action of these people will lead to it being difficult for all of them to move
at the same time. This is called the “Faster is Slower” effect which means that in some situations, if people push
harder when trying to exit a room through a door, the evacuation time can increase (Helbing et al. 2000).

CMP={ D)

CMP={ (2

Climbing behaviour - In reality, a person who sits far away from the aisle may need a long time to walk through
the seating area (coloured yellow in Figure 1) which is occupied by other people. If the person is located in the
first two rows or the last two rows, he/she may climb over desks or seats in an attempt to reduce their evacuation
time. For example, in Figure 1, the agent (denoted by the blue circle in Figure 1) can move directly towards the
exit after climbing over the desk immediately in front of it. In this model, an agent has a likelihood to climb over
desks and seats when the location of the agent meets two conditions. One condition is that the agent is located in
the first two rows or the last two rows of seating in the lecture theatre since when the agent is situated in other
rows it is not time-saving to climb over desks and seats. The other condition is that the agent is situated more
than three cells from its GAC since if the agent is nearer to the GAC then it would be time-saving to walk rather
than climb over obstacles.

Falling down behaviour - Helidvaara et al. point out that it would be a topic for future modelling to develop
their model to enable agents to fall down (Helidvaara et al., 2013). In this model, it is assumed that when an
agent competes with other agents or tries to climb over obstacles, there is a probability of falling down. If an
agent falls down and does not receive help from other agents, it will remain in the same location for five time
steps and then resume evacuating. However, during the period of remaining still, the agent that has fallen down
can recover and then move immediately if an agent demonstrating altruistic behaviour arrives at its location in
order to help.
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INITIAL SIMULATION RESULTS

Agent-based simulations have been carried to examine the effect on evacuation of (1) exit location and (2)
competitive behaviour.

Effect of Exit Location on Evacuation

Three scenarios have been simulated each with different exit locations in the lecture theatre, S1-S3, as illustrated
in Figure 3. In these simulations, agents behave according to basic movement as outlined in the previous section.
Based on the actual layout of a lecture theatre with dimensions approximately 15m x 12m, the size of the
lecture theatre modelled is 30 x 24 cells and the numbers of rows and columns of seating are 10 and 26
respectively. In each simulation, 200 agents are distributed in the lecture theatre with 57, 79 and 64 agents
initially located in the left, middle and right seating areas respectively. While this initial distribution of agents is
random, it has been kept the same in each simulation in order to ensure the results can be compared to each
other. Furthermore, the simulation for each scenario has been repeated 10 times.

Figure 4 shows the relationship between the number of evacuated agents (total evacuated agents, evacuated
agents via Exit 1 and evacuated agents via Exit 2) against time for each of the three scenarios simulated. From
Figure 4, it can be seen all of the relationship curves are approximately linear, which can be attributed to the
agents executing basic movements such that they evacuate in an ordered way and the moving velocity of the
whole crowd is stable. Also, the relationship curves of agents evacuating through Exit 1 and Exit 2 are almost
coincident, which can be explained by the near-uniform initial distribution of agents’ locations and agents
always choosing the nearest exit to egress. The mean evacuation time for each scenario is presented in Table 1
in which it can be seen that the evacuation time for S1 and S3 are approximately equal. It is noted that in S1 and
S3, Exit 1 (the left exit) is distributed symmetrically about the left aisle. Similarly, Exit 2 (the right exit) is
distributed symmetrically about the right aisle. It is suggested that the relative location between the exits and
aisles in S1 and S3 is the reason why their mean evacuation times are approximately equal. In Table 1, it is also
seen that the mean evacuation time of scenario S2 is approximately 30 time steps lower than that of S1 and S3.
As intuitively expected, with the exit locations in alignment with the aisles in S2, once agents are in the aisles
they are able to move directly to the exits without turning left or right thus improving evacuation efficiency.
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Table 1. Mean Evacuation Time

S1 S2 S3
Evacuation time  129.1 97.4 129.4

Effect of Competitive Behaviour on Evacuation

In examining the effect on evacuation of competitive behaviour, the lecture theatre layout of scenario S2 has
been selected (illustrated in Figure 3(b)) given this yielded a lower mean evacuation time than S1 and S3 in the
simulations reported earlier. Furthermore, in examining competitive behaviour, three cases are considered. Case
1 (C1) involves no conflict between competitive agents (with CA = 0 in equation (1)). In Case 2 (C2) and Case
3 (C3), varying degrees of conflict exists between competitive agents. Specifically, in C2, CA =1 (in equation
(1)) whereas in C3, CA = 2 (in equation (1)). To reflect variation in individuals, the initial stress level of each
agent ranges from 0 to 30 with the stress threshold set as 30. When an agent’s stress level exceeds 30, the agent
will stop behaving in a cooperative manner and begin behaving in a competitive manner. Simulations for these
three cases have been repeated 10 times with the same initial distribution of agents as seen in those conducted
when examining the effect of exit locations on evacuation.

Figure 5 presents the relationship between the number of evacuated agents (total evacuated agents, evacuated
agents via Exit 1 and 2 respectively) against time for the three conditions simulated.
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Figure 5. Number of Evacuated Agents versus Time

For C1, in which conflict does not exist between competitive agents, Figure 5(a) indicates that the total number
of evacuated agents (shown in red) increases at a rate of approximately 0.6 agents per time step from 0 to 10
time steps, 2.3 agents per time step from 10 to 20 time steps, 2.9 agents per time step from 20 to 40 time steps,
and 1.2 agents per time step from 40 to 50 time steps. The increase in evacuation rate beyond 20 time steps
could be attributable to almost all 200 of the agents changing their behaviour from cooperative to competitive,
due to their stress threshold being exceeded, by this time step in the simulation. Once an agent exhibits
competitive behaviour, it is able to move two spaces steps in a single time step to reach its GC even if occupied
by one or two other agents. Also in Figure 5(a), the evacuation rate of agents via Exit 1 (shown in blue) and Exit
2 (shown in black) is seen to be approximately the same.

For C2, in which a degree of conflict exists between competitive agents, it can be observed in Figure 5(b) that
the total evacuation rate fluctuates throughout the simulation period. Furthermore, it can be seen that at certain
points no agents evacuate the lecture theatre via Exits 1 and 2; four ‘plateaus’ (highlighted by black circles) for
Exit 1 (shown in blue) and six plateaus (highlighted by black circles) for Exit 2 (shown in black). It is suggested
that these periods on non-evacuation occur due to conflict between competitive agents. Also seen in Figure 5(b),
evacuation via Exit 1 (shown in blue) is greater than that via Exit 2 (shown in black). This feature corresponds
with the fact that conflict between competitive agents via Exit 2 is greater than that via Exit 1, shown by more
‘plateaus’ of non-evacuation in Exitl than Exit 2.

For C3, in which a greater degree of conflict exists between competitive agents (than in C2), Figure 5(c) shows
that the total evacuation rate fluctuates more frequently throughout the simulation period than that of C2 in
Figure 5(b). Also, for C3, in considering evacuation via Exit 1 and Exit 2, it can be observed in Figure 5(c) that
no agents evacuate the lecture theatre at more points during the simulation than in C2 (shown in Figure 5(b));
approximately ten and thirteen ‘plateaus’ (not highlighted) for Exit 1 (shown in blue) and Exit 2 (shown in black)

WiPe Paper — Analytical Modeling and Simulation
Proceedings of the 14th ISCRAM Conference — Albi, France, May 2017
Tina Comes, Frédérick Bénaben, Chihab Hanachi, Matthieu Lauras, Aurélie Montarnal, eds. 69



Zhang et al. Agent-based Modelling and Simulation for Evacuation

respectively. This may be the reason why the total evacuation curve in Figure 5(c) shows more fluctuations than
that of Figure 5(b). Furthermore, in Figure 5(c), evacuation via Exit 1 is greater than that via Exit 2 from
approximately 100 to 200 time steps. This corresponds to the fact that evacuation via Exit 2 has more instances
(approximately 3) when no agents evacuate the lecture theatre than via Exit 1.

Table 2 indicates the mean evacuation times for C1, C2 and C3, using the lecture theatre layout of scenario S2
with exit locations in alignment with the aisles.

Table 2. Mean Evacuation Time

C1 Cc2 C3
Evacuation time  41.1 138.5 274.8

From Table 2, it can be seen that the evacuation time for C1 in which conflict does not exist between
competitive agents is significantly less (a factor of 3.4) than that for C2 where competitive agents have a degree
of conflict. In addition, the evacuation time for C2 is less (a factor of 2.0) than that for C3 where competitive
agents conflict with each other to a greater degree.

CONCLUSION AND FUTURE WORK

The ongoing research reported in this paper is aimed at designing an agent-based modelling and simulation
system to provide decision support for the layout design of lecture theatres and human behavioural management
in emergency evacuation. Research to date has produced an initial system that enables (a) the design of the
spatial layout of lecture theatres, and (b) evacuations to be simulated via an agent-based model incorporating
behaviours in terms of basic movement and at an individual level. A preliminary investigation has been
undertaken to examine the effect of exit location and competitive behaviour on evacuation time. Simulation
results show that evacuation efficiency is improved when exits are in alignment with aisles. Furthermore, results
show that competitive behaviour does not always increase the evacuation time depending on if the competitive
agents conflict with each other. Although the simulation experiments may be intuitive, they provide a
foundation for more complex scenarios to be considered. Future work will focus on further development of
spatial layout design and agent behaviours. First, the spatial environment of the model will move from a single
lecture theatre to a floor of a building with multiple rooms such as lecture theatres and small classrooms to a
whole building with multiple floors. In addition, the model will take group behaviour and crowd behaviour into
account to represent agent behaviour closer to reality. Also, future work will concentrate on customization that
allows user definition of different spatial environments and agent behaviours. With all these efforts, the system
can be used by emergency managers, designers and administrators who are charged with disaster mitigation in
educational establishments to (1) evaluate the effects of different layouts on crowd evacuation dynamics and (2)
better manage human evacuation behaviour.
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ABSTRACT

Australia is frequently hit by bushfires. In 2009, the ”Black Saturday” fires killed 173 people and burnt hectares of
bush. As a result, a research commission was created to investigate, and concluded that several aspects could be
improved, in particular better understanding of the population actual behaviour, and better communication with
them. We argue that agent-based modelling and simulation is a great tool to test possible communication strategies,
in order to deduce valuable insight for emergency managers before new fires happen. In this paper, we extend an
existing agent-based model of the population behaviour in bushfires. Concretely, we added a communication model
based in social sciences, and user interactivity with the model. We present the results of first experiments with
different communication strategies, providing valuable insight for better communication with the population during
such events. This model is still preliminary and will eventually be turned into a serious game. . ..

Keywords

Agent-based modelling and simulation, communication, crisis management, GAMA platform, serious game

INTRODUCTION

Nowadays, the number of crisis events is continuously increasing, be they natural crises (fires, floods, earthquakes,
tsunamis...) or man-made crises (industrial accidents, terrorism, refugees flow...). Societies can manage crisis and
emergency situations in several ways: adopt urban and territory planning policies to reduce the risks (e.g. forbid
construction in exposed areas); raise awareness and prepare the population in advance; or create efficient emergency
management policies to deal with crises when they happen.

Modelling and simulation offer tools to test the effects and complex interactions of these different strategies
without waiting for an actual crisis to happen, without putting human lives at risk, with limited cost, and with a great
degree of control on all conditions and the possibility of reproducing exactly the same situation as many times as
needed. When modelling human behaviour, mathematical, equation-based models are too limited (parunak1998).
On the contrary, agent-based models, where autonomous entities (agents) interacting with each other represent
the humans involved, offer many benefits (bonabeau2002). They allow capturing emergent phenomena that
characterise such complex systems; they provide an intuitive and realistic description of their behaviour; they are
flexible, offering different levels of abstraction by varying the complexity of agents.

In this paper, we are particularly interested in the bushfires that strike the state of Victoria in Australia every summer,
burning many hectares of forest, causing many deaths and injuries, and destroying property. (Dutta2016) have
recently shown a 40% increase in the number of bushfires per week in Australia over 5 years (from 3284 per week in
2007 to 4595 events per week in 2013). The current state policy is "Prepare, stay and defend, or leave early”, so the
population is given a choice between: evacuating early, before fire reaches their area of residence, because "many
people have died trying to leave at the last minute" (cfa-guide); or stay and defend their house, only if very well
physically and mentally prepared. In both cases, the decision must be made and a plan prepared well in advance.
But in the summer 2009, serious bushfires devastated a part of Victoria, culminating on the Black Saturday 7th
February when 173 people died despite all efforts at raising awareness. The cost of these bushfires was estimated to
4.4 billion dollars, with 98932 hectares of Victorian parks damaged, an estimation of one million animals dying,
cost to agriculture due to loss of cattle and pastures, etc.
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Several reports (royalcomm2009; murrindindi2011) have tried to explain the reasons for this heavy death toll,
and have identified different inconsistencies: in behaviour (the population does not react as expected by decision-
makers), in information (received information is not always considered as relevant by the population), and in
communication means (inefficient, specifically information broadcast). As said by (why2014): ”agencies need to
change from an expert authoritative approach to one that seeks to understand community needs and expectations”.

Adam et al. (AdGa2016ssc) have designed a model of the behaviour of the Australian population in bushfires
from interviews gathered after the 2009 "Black Saturday" fires by the Victorian Bushfires Research Commission
(statements2009) to explain the inconsistencies in behaviour in terms of a gap between objective and subjective
evaluations of risk and capabilities to deal with it. In this paper, we are interested in the other inconsistencies noted
in the report, namely the communication problems i.e. the fact that the content of information communicated to
the population, and the means of communication used, were not optimal.

Our goal is to turn Adam et al. ’s model into an interactive simulation where the user can test different
communication strategies (changing the source, media, content or recipient of messages) and obtain indicators of
their relative success. For such an interactive simulation to lay valid results, it is important that the underlying
human behaviour model be as realistic as possible (Ruijven2011). The underlying agent-based model was proven
valid (AdGa2016ssc) and successfully compared with another more complex model (AdTaDu2017hicss). Here
we enrich it with a communication model in order to allow the agents to receive messages and to reason on their
content and sender. To ensure the validity of these additions, our communication model is grounded in theories
from social sciences that have studied communication issues for a long time.

The paper is structured as follows: we first introduce some relevant literature regarding serious games, communication
theories, and cognitive biases. We then proceed to presenting our methodology, data, simulation platform, and the
model we are extending. The next section then describes our model of communication and its implementation in
this existing simulator. The following section exposes our experiments and results with this interactive simulator.
Finally we conclude the paper by discussing the limitation of our approach and its future prospects.

STATE OF THE ART
Participatory simulation for raising awareness

Computer simulation is a great tool for crisis management that offers many benefits. Compared to full-scale
simulation exercises, it is much less costly, less dangerous, and easier to organise. Yet it still allows to discover
knowledge by exploring several "what-if”” scenarios before an actual crisis happens, with complete control on all
parameters. Participatory simulation is a type of simulation where human users interact with the simulated world
by controlling some of the agents in the system. Participatory simulation is therefore a type of serious games,
i.e. games that are used not for entertainment but for learning, training, or understanding mechanisms (MIC06).

Serious games have several benefits over more classical approaches to teaching or raising awareness. They follow a
constructivist logic in which the players build their own knowledge by confronting a problem in a simulated world.
A meta-analysis gathering 193 articles about serious games (SAU07) has shown many benefits such as: favouring
the development of social and human relationships and communication skills; increasing learning motivation,
self-esteem and self-confidence, engagement and persistence; developing problem-solving skills; helping learners to
structure, build and represent knowledge; and helping learners to integrate information by developing the capability
to build links and transfer knowledge from other contexts.

Simulation-based serious games are particularly interesting for raising awareness of various types of risks (CRO16).
By being placed in a risky situation and allowed to try several ways of managing it, the players can better comprehend
the risks and their possibility of occurrence, but also the consequences of their actions of these risks. For major
risks such as bushfires, exploring different strategies and their impact in a serious game provides players with some
experience, simulated but close to the real world mechanics. Such experience would be hard to acquire from real
crisis in such a short time, due to the long duration between events (several months to years), and the stakes involved
that prevent from trying blindly. An important aspect of serious games and participatory simulations is to rely on a
pedagogical scenario integrated in the game design to answer a specific pedagogical objective (CHA15), and on
well-specified rules (objectives, conditions of victory, possible interactions...) to guide the player.

Communication theories for crisis management

In his well-known Communication Theory, Shannon (shannon1948) devised a model of communication with
the following components: information source, transmitter (encoder), transmission channel, receiver (decoder),
destination, and message. Among these components of a message, the channel has already been largely studied
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in crisis management. For instance some works show a significant ’channel effect” of social media (SUG2011;
USG2013), where the same message has a different effect depending on which channel it is delivered on (social
media vs more traditional channels). Trust in the source of the message is also important and depends on their
trustworthiness, expertise and attractiveness (PeCa1986elm).

Regarding the message itself, Speech Acts Theory (searle1969; vanderveken1990) exhaustively lists the 5 types of
messages that can be communicated: assertive (state a fact, provide an information), promissive (commit to perform
an action), directive (ask or order the hearer to perform an action), expressive (express an emotion), and declarative
(formal institutional action such as declaring someone married, or guilty). Most relevant in crisis management are
assertive and directive speech acts, in order to provide the population with information and recommendations.

Regarding the recipient, (devito2000) has divided the listening process into 5 sequential phases that occur after
actually hearing the message: receiving (or attending, i.e. actually focusing on the message), understanding (getting
the meaning of the message), remembering, evaluating (forming an opinion about the validity of the message), and
responding (i.e. provide feedback regarding acceptance of the message). This final stage can be in the form of direct
feedback, or just by changing behaviour as a result of the message.

Communication can fail at any stage of this process. The message might not be heard if the recipient is not
monitoring the channel (TV or radio is off). Even if the message is heard, it might not be attended to or remembered
if the hearer is overwhelmed by receiving too much information at the same time (information overload); the hearer
might miss relevant data that is drowned in too many irrelevant messages, which might lead them to stop listening
to a given emitter because they cannot deal (APF1999). If attended to, the message might be evaluated as irrelevant
or inaccurate and discarded. Finally, even if the message is considered accurate, it might not lead to the expected
behaviour change.

Behaviour change

Messages sent by emergency managers during disaster often aim at changing the population’s behaviour towards
what they consider to be the best response (evacuate to a safe area after an earthquake, stay confined inside during a
chemical incident, etc). Behaviour change has been extensively studied (see (prager2012) for a review), but a lot of
works focus on medium or long-term changes (e.g. non-healthy habits like smoking) while bushfires are short-term
emergency situations.

The Elaboration Likelihood Model (PeCal1986elm) is a theory describing how attitudes can be changed by
persuasive stimuli. It distinguishes two types of processing: central (cognitive, high effort) and peripheral (heuristic,
low effort).

* The central route of processing, used when the individual is motivated and able to process the message
carefully, is a more cognitive, high-effort elaboration of the message received, based on its actual logical
value. As a result, it leads to more resistant attitude change, and is more predictive of behaviour change.

¢ The peripheral route of processing, used to reduce mental efforts when the individual is not motivated or
unable to process the message, is a less thorough elaboration of the message that relies more on cues and
heuristics. For instance it focuses on the credibility, attractiveness or familiarity of the source, at the expense
of the actual logical value of the content. It is therefore more influenced by mood, or by emotions towards the
emitter.

Individuals try to reduce their mental efforts and will thus tend to use the peripheral route, unless they are sufficiently
motivated and able to elaborate on the message.

* Motivation is affected by the relevance, interest and consistency of the message with the recipient’s current
beliefs (contradictory messages are more easily rejected); it is also affected by the recipient’s personality (do
they like thinking, whatever the subject).

* Ability is affected by the recipient’s knowledge (is it sufficient to critically evaluate the content of the message)
and familiarity with the subject, and the availability of their cognitive resources (how busy or distracted they
are, time pressure).

As we can see, peripheral processing is more likely to happen during disasters due to the stress and time pressure.
However, it leads to less lasting attitude changes and is less likely to trigger behaviour change. Crisis communication
should therefore be adapted so as to favour central processing, by sending only clear, understandable and relevant
information.
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Cognitive biases

Message acceptance and behaviour change is also impacted by various cognitive biases, phenomena described in
psychology and social sciences that twist reasoning towards “irrational” shortcuts in order to make faster decisions.
They are particularly relevant during crises (yudkowsky2008; KKRP2014) when decisions are made under high
stress and time pressure.

Previous studies (AdGa2016ssc) have found occurrences of these cognitive biases in the population interviews
performed after the bushfires (statements2009). For instance :

¢ the confirmation bias is a tendency to give more credit to information confirming existing beliefs and to
discard inconsistent information (e.g. interpret the presence of firemen as a cue that everything is safe in
order to confirm motivation to stay);

* over-estimation of danger to others and under-estimation of danger to self (residents often report they knew
there were going to be fires but felt they were not going to be impacted; however many residents worried for
their friends, neighbours and relatives);

* the anchoring effect is an excessive focus on the first information received that prevents from changing one’s
initial decision even when receiving further (possibly contradictory) information (the authorities report an
over-commitment of residents to their defense plan even when the fires were known to be much too strong to
be fought);

* the bandwagon effect: doing and believing the same as others around (e.g. residents who believe it is safe
because their neighbours stay);

* the sunk cost fallacy consists in refusing to abandon a goal even when new information would require it,
because of having already invested in it. It is therefore self-reinforcing as more actions are performed to
reach the goal (e.g. residents who have invested a lot in building and preparing their house to resist the fires
are less likely to abandon it, even when informed they should evacuate).

Behaviour profiles in bushfires

Alan Rhodes (why2014) has extracted 6 behaviour profiles of the population in bushfires.

* Can do defenders: skilled and experienced defenders, relying nearly only on their own abilities to manage
the situation;

* Considered defenders: good defenders with several possible plans to deal with fires; they are more likely to
listen to warnings from the authorities than Can do defenders;

Livelihood defenders: will protect their property whatever the danger, because it is their source of income;
¢ Threat monitors: focused on defense but will immediately escape if they feel a real danger;
» Threat avoiders: focused on escape, will decide to run away as soon as they are aware of fires;

* Unaware: do not feel concerned by fire risk, and do not known how to react in case of a fire.

However, he provides no information about the distribution of these profiles in the population, and states that they
are not linked with demographic features.

OUR MODEL

Based on these elements, we designed an interactive simulation of the population behaviour in response to various
communication strategies during bushfires. Our simulation is implemented in GAMA, and based on an existing
simulator, extended here with a communication model grounded in the theories presented above.
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GAMA platform

GAMA (GAMAZ2013; Drogoul2013prima; Drogoul2013paams) is an open-source platform for agent-based
modelling and simulation, offering an integrated programming language and development framework to develop
elaborated models with up to several millions of agents. The GAma Modelling Language (GAML) is a high level
agent-based language based on Java, specifically designed to be easy to use even for non-computer scientists,
allowing domain experts to create and maintain their own models. GAMA also provides native management of GIS
(Geographical Information Systems) data allowing to integrate geographical data files into simulations. Finally,
GAMA offers interactive functions (user commands) enabling the use of the participatory dynamics required in our
interactive simulation.

Existing simulator

Adam and Gaudou (AdGa2016ssc) have implemented in GAMA an agent-based simulator of the behaviour of the
Australian population in bushfires, based on the population interviews gathered after the 2009 fires (statements2009).
In their simulator, the world is a grid of 50*50 cells inhabited by four species of agents: fires, houses, shelters and
residents.

Fires are reactive agents; they are initially placed randomly on a free cell and then grow up randomly at each cycle,
increasing their intensity (which directly increases the damage they deal) and size. People cannot go through fires
when escaping but can cross their area of effect (representing the smoke and heat zones around the fire). When all
fires are extinguished, the simulation stops automatically.

Houses are inhabited by exactly one resident (no families). They offer some amount of protection but residents can
still be hurt if fires are close enough. Houses can be reinforced by their owner up to a given point while fires are still
far away. When fires are close enough, they deal damage to the house until possibly destroying it.

Shelters are safe areas where people cannot be harmed by fires. Residents know the location of some shelters, and
when choosing to escape they aim at the closest one they know (which might not be the absolute closest one if they
ignore its location).

Finally residents are the most complex agents in this simulator. They have various attributes to represent their
health, their motivations (to defend or to escape), their risk perception (awareness of fire, assessment of danger),
and their abilities. Their possible actions are to prepare their house and themselves, to escape towards a shelter, to
defend against the fire, or to take cover in their house. The choice of action is determined by a finite state machine
architecture (see Figure 1): in each state, the corresponding action is performed, and the transitions to another state
are constrained by the values of attributes and the position of fires.

Know some Prefer to
fires defend

Defence and
escape
impossible

No more fire at
range

Preparing
defence

Defending

Fire close
enough

Passive
sheltering

Indecisive

Don't want to defend nor to escape

Escape
impossible

Preparing
escape

Escape

Prefer to Preparation I :
done or close fire impossible and
- low defend
mativation

Arrival in
a shelter

Figure 1. Finite state machine architecture of residents agents

The following paragraphs describe the extensions we performed on this model.
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Communication strategies

Based on the communication theories presented above, we modelled several types of communication strategies, that
concern the different components of a message, namely the choice of its source (authorities, fire soldiers, general
media...), its content (information, recommendations), and its target (all the population, a precise geographic area,
or a specific category of residents).

» Content-based strategies are focused on what is concretely told to residents. We modeled two of the 5 types
of speech acts: information about fires (e.g. position) and recommendations (advice about the appropriate
behaviour, e.g. evacuate). Indeed, these are the ones most frequently related by the residents in the interviews,
either because they received them, or because they wish they had received them.

 Target-based strategies concern the accuracy of messages. We modeled three possibilities: global broadcast
(target all residents), geographical-based (target people in a specific area), and plan-based (target residents
based on their declared fire plan: defend or escape).

* Source-based strategies concern the emitter of the message. We have implemented different possible sources
(firemen, authorities...) as well as indirect communication strategies where global authorities send messages
to local managers (e.g. mayors) who filter them and spread relevant data to their neighbourhood. Composed
strategies consist in sending a sequence of messages in a precise order. This type of strategies aims at
determining if it is efficient to send a combination of several messages, and which order of messages is most
efficient (for instance inform about fires before or after giving recommendations).

* Finally we also implemented various shelter-based strategies in order to compare the efficiency of building
many shelters vs communicating more about the existing ones. These are therefore not strictly communicative
strategies as the player can also choose to create new shelters. Shelters are designated safe areas (cricket oval,
community house, etc) where residents are invited to gather in case of a fire.

We implemented these communication strategies in the existing GAMA simulator in the form of user actions: the
user can right click in the simulation window at any time during the simulation; they are then invited to select a
communication strategy and specify its features (source, channel, etc) before executing it. Each communication
action has a different cost (for instance it is more costly to accurately target communication than to broadcast, and
more costly to build shelters than to advertise them). In the next paragraph, we describe how we also updated
the residents model to allow these agents to receive messages, interpret them, reason on them and make relevant
decisions so as to change (or not) their subsequent behaviour.

Psychological aspects of decision making

In order to obtain a realistic model of residents and of their handling of messages, we implemented several
psychological phenomena based on the theories exposed above.

Profiles of behaviour

We implemented the different profiles of behaviour in terms of ranges of values of their attributes, and modified
transitions in the finite-state machine. For instance livelihood defenders cannot escape but are more likely to shelter
if needed; they also have a high ability to fight fire and a high trust in local sources. The type of population can be
selected as a simulation parameter.

Trust in message source

Trust is one of the most intuitive aspects involved in communication. If the source of the message is not trusted, the
receiver is not likely to take its content into account. In our model, residents have a "trust probability" attribute: it is
a table matching each source with a probability to trust the messages it sends. The values in the trust table depend
on the resident’s profile. For example, Can do defenders have a higher trust in local sources of information than
Threat monitors, but a lower trust in firemen.

Message acceptance

To represent the information overload phenomenon, we added an acceptance probability for each source in the
pedestrian attributes. The initial values are based on the resident’s trust in each source. When a resident receives a
message, they might accept or reject it based on the resident’s acceptance probability for its source. The resident
then updates their acceptance according to the message accuracy and its perceived relevance. Thus, if the message
is perceived as inaccurate (too global or imprecise) or useless, the resident’s acceptance probability for messages
from this source will decrease; on the contrary relevant messages will increase this acceptance probability.
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Figure 2. Screenshot of the graphical experiment in GAMA
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Cognitive biases

A number of biases are taken into account in our model. For instance the confirmation bias and anchoring effect are
implemented by the fact that the resident’s motivation influences their risk assessment and vice versa: a resident
motivated to defend will under-estimate risk (and discard cues of a higher risk), and low estimation of risk will
increase their defense motivation (defense becomes an anchor). The sunk-cost fallacy is implemented thanks to the
feedback from actions: the defense motivation gradually increases with successful defense actions, making it harder
to give up defense.

EXPERIMENTS AND RESULTS

This section presents our first experiments with this model. Below we define the scenarios that we want to test
(e.g. compare broadcast with personalised communication), as well as the indicators used to measure success of the
compared strategies, before describing our results.

GAMA experiments

The GAMA platform allows two types of experiments:

* Graphical experiments: we run one simulation and observe the behaviour of the agents “live” to have a quick
overview of their reaction to various strategies. (See a screenshot on Figure 2.)

* Batch experiments: automatically run many iterations of each simulation (with the same parameters). In that
case there is no graphical display but GAMA outputs graphs of the average values (over all iterations) of
selected indicators, which allows to smooth out the randomness of the simulation.

Scenarios.

In this paper we describe the results of batch experiments for 4 scenarios that compare communication strategies
with each other, depending on the target population. Here we focused on 2 of the 6 profiles of behaviour, namely the
can-do defenders (planning to defend their property) and the threat avoiders (planning to escape fires).

 Scenario 0 is our baseline: we compared the values of all indicators on the two populations without any
communication.

* Scenario 1: compare possible contents of strategies (give information about fires vs recommendations) on
these 2 populations

* Scenario 2: compare the accuracy of communication campaigns (broadcast vs geographically-targeted vs
plan-targeted)

* Scenario 3: compare shelter-based strategies on the 2 populations
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Indicators. To be able to compare the different strategies, we defined and implemented the following indicators
measuring their relative success or failure: number of deaths; number of injuries; total damage to houses; total cost
of communication actions.

Settings. For each scenario (comparing several simulations), we ran 60 iterations of 200 cycles of each simulation
(which represents over 3 hours of simulated time with one minute long cycles). Between the compared simulations,
we only varied the communication strategy tested, with the other parameters being exactly the same (number and
strength of fires, population, availability of communication channels...).

Output. The output of our batch experiments consists in graphs showing the comparative average values of these
indicators for different strategies. The graphs obtained for the scenarios defined above are discussed below.

Scenario 0: baseline, no communication

We first compared the impact of fires on the two populations when there is no communication actions performed.
With the threat avoiders population focused only on escape, and since we did not implement firemen in our
simulation, we expected the fires to grow out of control and lead to a high number of victims and great amount of
damage. There was indeed a huge gap (in terms of damages, injuries and deaths) compared to the can-do defenders
population. The next scenarios compare the impact of various strategies on these two different populations.
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Figure 3. Comparing Can-do defender and Threat avoider populations - no communication

Scenario 1: comparing information vs recommendation messages

Can-do defenders. As expected with such skilled defenders, values of building damage, injuries and deaths
are quite low. As shown on Figure 4, there is no big differences between broadcasting fire information and
recommendations in terms of damage or cost. There are slightly more injured and dead with recommendations only.
Our data allows to explain this observation: in the absence of information messages, many residents remain unaware
of the fires (too far to be perceived directly) so they do not feel concerned and ignore recommendations. As a result
they do not prepare and end up being more vulnerable when the fire arrives. Since less people defend, the fire grows
faster and later blocks or injure escapers. On the contrary with information only, residents are aware of all fires
even far away, which increases their subjective risk perception and in turn influences their behaviour: more people
escape early and stay safe. The difference between the two strategies remains small because can-do defenders rely
mainly on themselves rather than the authorities, so they are less likely to accept the messages anyway.

Threat avoiders. The difference between information and recommendations is much more visible on threat
avoiders since they are more likely to accept messages (Figure 5). With the information messages, there are more
escapers and less defenders because of danger perception distortion (knowing more fires leads to over-estimating
danger), and therefore more damage to buildings. Furthermore, threat avoiders have a lower capability than
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Figure 4. Comparing impact of content-based strategies (information vs recommendations) on Can-do defenders

can-do defenders, their escape will be less efficient so they are more likely to get hurt, leading to more injuries.
Recommendations are therefore more efficient than generic information.
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Figure 5. Comparing impact of content-based strategies (information vs recommendations) on Threat avoiders

Scenario 2: impact of accuracy of messages

Can-do defenders. The accuracy of messages has a more significant impact than their content on can-do defenders.
Broadcasting is the worst strategy, geographical targeting the best but most costly, and plan-based targeting is a
compromise (Figure 6). Contrary to what one might think, message acceptance is not the major factor here (can-do
defenders are skilled so they can make good survival decisions even if rejecting most messages). What matters
most is the number of escapers: again, broadcasting all fires to all residents leads to over-estimation of danger,
encouraging more residents to escape. Can-do defenders are somewhat protected against over-estimation of danger
due to their lower trust in messages and higher ability to observe the fires, but we still observed about half of the
population escaping and half defending. On the contrary, with geographically targeted communication people are
informed only about fires close to them and therefore have a more accurate perception of immediate danger. As a
result less residents decide to escape without being in real danger, so they are more likely to protect their home and
avoid damage and injuries.

Threat avoiders. Not surprisingly, the most efficient strategies are the same as for Can-do defenders (targeted
communication is better than broadcast), even though the values of the indicators (damage, injuries) are much
higher here (see Figure 7). This is because threat avoiders are more likely to accept and react to the messages even
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Figure 6. Comparing impact of target-based strategies on Can-do defenders

when not directly concerned (fires too far), and more likely to over-estimate danger due to their lower ability to
judge by themselves. As a result we observed much more escapers and less defenders in this population. Therefore
less people fight the fires, resulting in more damages to buildings, and the fires grow bigger, injuring more escapers.
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Figure 7. Comparing impact of target-based strategies on Threat avoiders

Scenario 3: impact of shelter communication

The goal here was to compare the efficiency of two opposite strategies: building more shelters but without informing
people about them, or relying only a few shelters but advertising a lot about them. Both strategies aim at making
sure that all residents know where to escape if needed.

Can-do defenders. We observed no real difference between these 2 opposite strategies on can-do defenders (see
Figure 8). Communication is only slightly better but much less costly than building new shelters. This is not really
surprising. Can-do defenders are skilled and experienced and therefore know the position of the shelters already
(even if there are only few of them) and can reach them easily. Moreover, most of them decide to stay and fight
against fires anyway, making shelter-based strategies irrelevant to them. Finally with more defenders, there is less
congestion on the roads to the shelters and the fire does not propagate so fast, so the escapers are more likely to

reach the shelters uninjured.
Threat avoiders. Shelter-based strategies have a much more differentiated impact on threat avoiders (see Figure 9).

The first thing we can notice is the difference in terms of safe people. Threat avoiders have lower abilities to react to
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Figure 8. Comparing impact of shelter-based strategies on Can-do defenders

fires, and may not know the position of shelters or not be able to quickly reach them. When building more shelters
rather than advertising them, some residents do not know any safe area and just run randomly to avoid fires, leading
to more injuries and less safely sheltered people. The longer the simulation time, the bigger the fire grows, and the
more randomly running people get trapped. However, the damage is slightly lower in that case as some residents,
not knowing where to go, end up sheltering in their own house and defending it. Advertising the existing shelters
reduces the time spent on roads looking for one, and therefore the number of injuries incurred by escapers.
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Figure 9. Comparing impact of shelter-based strategies on threat avoiders

Of course these are the two extreme strategies (building only vs communication only) and we expect the best
strategy to lay somewhere in the middle, with a balanced compromise of having enough safe areas and making sure
everybody is aware of them.

Discussion
Personalisation to the profiles

As expected, communication should be personalised to the different profiles found in the population (or at least to
broader categories of defenders vs escapers), in order to provide each resident with information that is relevant and
helpful to them without drowning it in a flow of irrelevant messages.

Our results show that the best communication strategy towards can-do defenders is to inform them about fires in
their geographical area. Its downside is its high cost (the smaller each target area, the more different messages need
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to be elaborated and sent), so targeting residents based on their declared plans may also be a good and less costly
alternative. Messages about safe areas are secondary for intended defenders and should be used parsimoniously.

Accurate geographical targeting is also better for avoiders (even though more costly), but contrary to defenders
recommendations are more useful for them than bare information, as they are not skilled enough to interpret the
latter. Moreover, early information about shelters is useful to raise awareness of escape possibilities and trigger
earlier evacuation, thus reducing injuries incurred while escaping.

Plan-based targeting

For the plan-based broadcast strategy, we assumed that each resident had previously declared their fire plan (intention
to defend or to leave) to the fire authorities. This is not the case in reality (in these scarcely populated areas, the
fire brigades might have some information but not necessarily about everybody); however experimenting with this
strategy allows us to show what could be done if the population was asked for their fire plan in advance and therefore
still provides valuable insight.

Besides, it also shows the interest of indirect communication: global authorities might not know each resident’s fire
plan when broadcasting messages, but local managers might do. They could act as a filter between the large scale
broadcasting and their local residents, receiving all messages and only forwarding the most adapted ones for each
resident. Of course this is also a costly strategy, but automation could be investigated.

More experiments needed

A big limitation of our experiments is that they are all performed on a homogeneously profiled population in order
to draw relevant results for that population. However in reality, the population is heterogeneous with residents of
all 6 profiles listed above, and a continuous range of motivations and abilities. Strategies are yet to be tested on a
population with a realistic distribution of these profiles, but we first need to obtain data about what this distribution
is in the actual population modelled.

We also tested all strategies independently, while in reality emergency managers may use a combination or sequence
of several strategies, for instance broadcasting information and recommendations at the same time. More experiments
are yet to be conducted with more realistic combined strategies, possibly in cooperation with emergency managers.

Finally our experiments were quite short: 200 cycles of simulation means about 3 hours of simulated time. In
reality these fires can last for days. Longer-term communication strategies thus need to be tested as well, to ensure
residents stay out of affected areas, respect possible road blocks, etc.

Simplification

A model always ought to be a simplified version of reality. There are however a number of improvements that could
be made in future work to improve the realism of our simulation. Of course the random fire model is the first
thing that comes to mind; it should be replaced with a realistic model of fire taking physical and meteorological
parameters into account (wind strength and direction, rain, temperature, etc) when computing propagation and
growth. Such models already exist (MHSP2015spark).

Of more interest to us is the agents involved in the simulation. So far we only modelled residents as autonomous
agents, and emergency managers are ’played” by the user but can only send messages. It would be very interesting
now to also model firemen and their different actions on the field, from fighting the fire to communicating with the
population and helping them. The only presence of firemen also has a great psychological impact on residents
(KKRP2014) which should be modelled.

CONCLUSION

In this paper we described our extension of an existing simulation of the Australian population in bushfires. The
underlying simulation was validated against real data obtained mainly from residents’ interviews after the 2009
bushfires (AdGa2017jasss). Concretely, we enriched the residents model to allow them to handle messages, and
modelled several psychological processes that influence this handling. We also added interactive functionality for
the user to test various communication strategies on this simulated population. Finally we ran batch experiments to
highlight the pros and cons of different possible strategies on different profiles of residents, and deduced some
useful insight for emergency managers. However these first experiments were mainly intended as a proof of concept
of our simulation, and much remains to be done to improve our simulator and to test more realistic strategies.
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In particular, we intend to dedicate some future work to the following aspects. First, we will model a more realistic
population, with a heterogeneous distribution of the different profiles, and also with social relationships and
attachment between the agents. Second, we will go deeper in the formalisation of cognitive biases (ArAdDu2017);
here we focused only on a few of them that affect message handling, but many others play a role in disaster reactions;
other interesting psychological factors at play in such situations include emotions. Finally the communication model
could also be enriched; in particular we want to add more possible message contents (promissives and expressives
might be relevant, for instance expressing fear about the situation, or promising that the fires are under control); also
we want to more deeply study trust (in the source and channel), its impact on behaviour change, and its dynamic.

It is important to notice that such work is generic and can be applied to different types of disasters. For instance, we
have already developed a similar serious game for raising awareness about coastal floods risk (AdTa2016sprite). We
believe that agent-based modelling and simulation is a great tool to raise awareness and prepare crisis management
plans for any types of crisis, be they natural disasters or man-made events.
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ABSTRACT

Human behaviour is influenced by many psychological factors such as emotions, whose role is already widely
recognised. Another important factor, and all the more so during disasters where time pressure and stress constrain
reasoning, are cognitive biases. In this paper, we present a short overview of the literature on cognitive biases and
show how some of these biases are relevant in a particular disaster, the 2009 bushfires in the South-East of Australia.
We provide a preliminary formalisation of these cognitive biases in BDI (beliefs, desires, intentions) agents, with
the goal of integrating such agents into agent-based models to get more realistic behaviour. We argue that taking
such “irrational” behaviours into account in simulation is crucial in order to produce valid results that can be used
by emergency managers to better understand the behaviour of the population in future bushfires.

Keywords

Multi-agent modelling, social simulation, cognitive biases, BDI paradigm, Victoria bushfires

INTRODUCTION

The bushfires in Victoria, Australia, on February 7, 2009 (also known as Black Saturday) caused 173 deaths and
414 injuries. Most of the victims were badly prepared to face a fire of such severity and were caught out by surprise
(Victorian 2009 Bushfire Research Response Final Report 2009; Thornton, 2010). The population’s behaviour
before and on that day is still not fully understood and is sometimes referred to as being irrational (i.e. people did
not behave according to what would objectively be in their best interests). This was surprising since most of the
victims had lived in high fire-risk areas for many years and were aware of the safety issues. The emergency services
expected most of the population in the affected area to evacuate before the fire arrived. This was not the case,
highlighting a problem with Victoria’s crisis management plan, including the communication with the public.

Agent-based modelling and simulation (ABMS) is a technique from Artificial Intelligence (AI) that provides us
with a tool to model human behaviours and to test the effect of several parameters. By specifying the attributes of
each individual (e.g. stress, exhaustion, knowledge, and also fire plans, etc.) at the micro-level, we can observe the
overall behaviour during fires at the macro-level (e.g. the number of people who escape the fire, number of deaths).
The proposed approach is to apply ABMS to the field of crisis management in order to improve evacuation plans.
The application of such a technique has been used previously (Pan et al., 2007; Cardon, 1998; Dugdale et al., 2010)
and it is still a very active area of research. One of the most recurrent issues is the level of complexity of the agents;
should humans be modelled with simple rules, following the KISS (Keep It Simple, Stupid) principle advocated by
(Axelrod, 1997), or is it better to create more complex agents that are closer to reality, following the KIDS (Keep It
Descriptive, Stupid) principle advocated by (Edmonds and Moss, 2004)?

The specific difficulty of choosing an agent’s level of complexity when trying to model complex human-like agents
has already been discussed (Adam and Gaudou, 2016; Dugdale, 2010). These authors advocate that an agent
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trying to mimic human behaviour can not be efficiently modelled with simplistic rules. They concluded that the
Belief-Desire-Intention (BDI) agent architecture offers some appreciable features such as: "adaptability, robustness,
abstract programming and the ability [for agents] to explain their behaviour."

These features are an undeniable asset in order to model and understand the behaviour of the Victorian population
during a fire event. Nonetheless, as stated by (Norling, 2004), the BDI architecture does not capture many aspects of
human behaviour and reasoning. It therefore